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> Gait is a biometric presenting the walking style of Input silhouettes sequence (view ©) U _
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» The feature map X is calculated form the input X;, ——

using the backbone E as well as the view feature f,;:
Xf — E(in) and f'u — F(PGlobal_Avg(Xf))

» Especially for Gaitset, there is another feature map
X,, then the view feature is defined as:

fv — F(PGlobal-Avg([XﬁXgD)
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Table 2. Rank-1 accuracy (%) on OU-MVLP under 14 probe
views excluding identical-view cases.
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: » Many methods have been proposed based on
silhouette image sequences, for example, GaitSet,

. GaitGL, GaitPart. . » Where F denotes a fc layer. Then the predicted view Probe angle | Vi%‘;f:gf"é;t‘;j:s S
: » However, all of these methods mainly focus on how to can be expressed as: 0° 11.4 79.5 81.8 32.6 34.3 85.6
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corresponding set of projection matrixes is: 180° 14.9 81.7 83.9 385.2 88.1 88.3
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(Gaitset, Gaitpart,...) » Then the final Identity feature is: —ean 35 % 27 1 38 3 22 7 20 1 0.9
ftinati = Wilnpm,i (More experiments of dataset CASIA-B can be find in the paper)

: > In this paper, we proposed a general framework for

:  multi-view gait recognition by explicit view angle
embedding, based on which, two state-of-the-art gait
recognition backbones, i.e.Gaitset and GaitGL are
enhanced. Compared with the original ones, the
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» The joint loss Is

Conclusion

» Combined the task of view prediction and gait

epj’l,
ZZyglog(pgz) w.r.t. pji =

Lo =

recognition.
» Proposed a general view embedding framework for

enhanced ones, improve the performance. The e | K n Ly improving multi-view gait recognition
effectiveness is well demonstrated by the experiments _ = J g gt _ L _
on GASIAB and OUMVLP datasets Lirip le;m”(m d;; + dj;;0) > The proposed framework with GaitSet and GaitGL as

the backbone meets the state-of-the-art on two

L = AcELcE + AripLirip large-scale public gait datasets.



