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Background and Motivation Feature Selection Algorithm

Cantonese and Bengali Results

Kernel Approximation

• 𝐾 𝑥𝑖 , 𝑥𝑗 ≈ 𝑧 𝑥𝑖
𝑇𝑧 𝑥𝑗

• Random Fourier Features [1]: 

𝑧𝑖 𝑥 = 2/𝐷 cos(𝑤𝑖
𝑇𝑥 + 𝑏𝑖)

RBF: 𝑤𝑖 ~ 𝑁𝑜𝑟𝑚𝑎𝑙, 𝑏𝑖 ~ 𝑈𝑛𝑖𝑓[0,2𝜋]

Acoustic Modeling

• 𝑝 𝑦 𝑥 ; 𝜃 = exp 𝜃𝑦
𝑇𝑧 𝑥 /  𝑦 exp 𝜃  𝑦

𝑇𝑧 𝑥

• Maximizing regularized log-likelihood is convex.

• Similar to single hidden-layer neural net, with cosine 

activation function, and random first layer weights.

Datasets Used

Kernels Used

Main Idea

• Kernel approximation methods often
require very many random features for
good performance.

• We propose a simple feature selection
method for reducing the number of
required features, and show it is
effective in acoustic modeling.

• We perform comparisons to DNNs,
and achieve comparable WER results
on Broadcast News (50 hour) dataset.
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Broadcast News Results

Comparison to DNNs

• Why are DNNs typically better than kernels models 
in terms of WER, when they have comparable cross-
entropy?

• Can we reduce the number of parameters needed 
by the kernel models, and maintain strong 
performance?  Could we then train models with 
even more random features?

• How does feature selection compare with 
backpropagation?

• Can we leverage sparse random projections for 
faster training?

• Theoretical guarantees for algorithm?

[2] ICASSP 2016: USC, Columbia, IBM.  “A Comparison Between Deep Neural Networks 
and Kernel Acoustic Models for Speech Recognition.”  Come See Poster Tomorrow!!

Effects of Feature Selection

Are some input features more important than others?

Do features selected in iteration 𝑡 survive future rounds?

Future Work


