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Introduction: Single Image Super-resolution

• Single Image Super-resolution (SISR): reconstruct a high-resolution (HR) 

image from the corresponding low-resolution (LR) image.

• Given a LR image with the size of 𝑊 × 𝐻 × C, obtain a HR image with the size 

of s𝑊 × 𝑠𝐻 × 𝐶 via super-resolution, 𝑠 is the scale factor.
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Introduction: Single Image Super-resolution

• SISR based on Convolutional Neural Networks:

SRCNN[1]

RCAN[2]

[1]  C. Dong, C. C. Loy, K. He, and X. Tang, “Learning a deep convolutional network for image super-resolution,” in ECCV, 2014.
[2]  Y. Zhang, Li K, K. Li, L. Wang, B. Zhong, and Y. Fu, “Image super-resolution using very deep residual channel attention networks,” in ECCV, 2018.



Motivations

1. As the network depth grows, the features in each layer contribute differently to

the final reconstruction.

2. Most existing CNN-based methods use one or more types of attention

independently, resulting in insufficient modeling for multi-dimensional

correlations.



Proposed Method

Architecture of Global-context Attention Networks



Proposed Method

Sub-modules



Network Training

Datasets- Training set: DIV2K
- Testing set: Set5, Set14, B100, Urban100

Loss Function:

Evaluation Metrics: PSNR and SSIM



Experimental Results



Visual comparisons 

Fig. 4. Visual comparisons for 4× SR on Urban100 dataset.



Conclusion

• A global-context attention network (GCAN) is proposed for single image super-

resolution (SISR). Taking advantage of efficient global-context attention, the

multiple stacked residual attention blocks are able to explore long-range spatial

correlations and channel interdependencies effectively.

• An inter-group feature fusion module (IGFM) is adopted to make full use of

hierarchical features among residual groups. By learning relations of inter-group

features, multiple representative features can be extracted and aggregated

sufficiently.

• Extensive experiments on several public datasets demonstrate that our method

performs favorably against the other SISR approaches in terms of accuracy and

visual results.
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