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Objectives

Convolutional Neural Networks (CNN)

We have presented a reformulation of the CNN structure to

introduce our proposed initialization methods that take account

all the components of CNN. Our proposed initialization method,

not only support the CNN structure theoretically, it also

significantly improves the recognition performance.

ConclusionExperimental Setting and Results

1. Is it possible to derive an initialization method from a 

more precise CNN model?

2. How does the gradient descent work when using a more 

precise initialization model?
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Adaptive Signal Variance (ASV)

The basic CNN architecture consists of a convolution layer, pooling layer and 

fully-connected layer.

Learning CNN can be formulated as the problem: 

Poster No: 1187

Loss function and error function;     learning rate

with weight     updates

𝑤(𝑡=0)

𝑤(𝑡=1)
𝑤(𝑡=0)

𝑤(𝑡=1)

𝑤(𝑡=2)

𝑤(𝑡=𝑇−1)

𝑤(𝑡=𝑇)

𝑤(𝑡=2)

𝑤(𝑡=𝑇)

𝑤(𝑡=𝑇−1)

𝐸(𝑤)

Different initializations 
= different solutions

Non-convex problem

Due to non-convexity, using the gradient method, 

the optimal solution will depend on the initial 

solution. This poses a challenge in learning CNNs.
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For an input 𝑥 and layer 𝑙, consider 𝑢 𝑙 be the 

convolution output and 𝑧 𝑙 be the pooling 

output with Δ𝑧 𝑙 =
𝜕𝐸

𝜕𝑧 𝑙 .

Looking at the histogram on the forward 

propagation variance, the parameters are rarely 

updated in the first few layers resulting to 

vanishing gradients. On the other hand, if the 

variance becomes extremely large as it is 

backpropagated, this will result to the exploding 

gradients problem.

This poses another challenge in learning CNNs.
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Initialization methods were introduced as way to 

solve these problems simultaneously.

Random number-based initialization method 

introduces an initialization parameter 𝜎
𝑤 𝑙
2

where for each layer 𝑙, initial values are 

generated with zero-mean normal distributions 

with 𝜎
𝑤 𝑙
2 as variance.

The Xavier and Kaiming methods are typically 

used but there are problems using these such as:

• Both ignore the pooling operation

• Insufficient theoretical background to 

support these methods

Classical Initialization Methods:
Xavier method: (Glorot et al, 2010):

𝜎
𝑤 𝑙
2 =

2

𝑀𝑙−1+𝑀𝑙

Kaiming method: (He et al, 2015):

𝜎
𝑤 𝑙
2 =

2

𝑆𝑙
or  𝜎

𝑤 𝑙
2 =

2

𝐽𝑙

To support all the components in 

CNN, we formulated a new “layer” 

considering the convolution and 

pooling layer together.

In this new mathematical 

formulation, it is possible to 

express the convolution and fully-

connected, but also pooling 

operation which has been ignored 

in the classical initialization 

methods.

𝑢𝑖
𝑙
= 𝑤𝑐 𝑙,𝑖 ,𝑎 𝑙,𝑖

𝑙
, 𝑧𝑠 𝑙,𝑖

𝑙
+ 𝑏𝑐 𝑙,𝑖

𝑙

𝑣𝑖
𝑙
= 𝑓𝑙 𝑢𝑖

𝑙
, 𝑓𝑙: activation function

𝑧𝑖
𝑙
= 𝑔𝑙 𝑣𝑡 𝑙,𝑖

𝑙
, 𝑔𝑙: pooling function

𝑏 𝑙 : bias term
𝑀𝑙: Size of signals in 𝑙 layer
𝑆𝑙: Receptive field size
𝐽𝑙: Size of backward weights for convolution 

The Adaptive Signal Variance (ASV) method preserves 

the variance of the forward and backward propagation.

With this new initialization method, the vanishing and 

exploding gradient problems are suppressed and since it 

is theoretically supporting the pooling and other 

operations of a CNN architecture, ASV initialization 

method is a theoretically supported initialization method 

for CNNs.

Below is the 34-layer architecture used for the 

experiment. Max Pooling is used in layer 𝑙 =  , Global 

Average Pooling is used in the last layer of the feature 

extraction 𝑙 = 33

Table 1: Validation accuracies of 34-layer architecture with Adam

Table 2: Validation accuracies of 50-layer architecture on Car dataset with Adam

Table 3: Validation accuracies of 50-layer architecture on Car dataset

The proposed initialization methods were tested on three 

subsets of public datasets:

• Car dataset from VMMRdb

• Food dataset from iFood 2019

• Fungi dataset from iNaturalist 2019

The 34-layer architecture was implemented with cross-

entropy loss was used as the loss function and one thousand 

epochs of the gradient descent based on Adam with mini-

batch size of 64. The learning rate was varied with four 

values  0−6,  0−5,  0−4 and  0−3. ReLU is used for all 

layers except for the output layer.

The numbers in bold face represent the best performance for 

the entire table. Results on show that the proposed method, 

especially ASV backward, has a higher accuracy rate than the 

other methods for all the datasets.

For a 50-layer architecture, described in detail in the arXiv 

paper, the results on Tables 2 and 3 still show that the 

proposed method improved the performance in pattern 

recognition even for different optimization algorithms. 

Details on the formulation can be 

found in our arXiv paper. Click on this 

link or scan the QR Code on the right.

https://arxiv.org/abs/2008.06885
https://arxiv.org/abs/2008.06885

