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In this work, we leverage  the  concurrency  between Audio and Visual modalities to 
solve the joint audio-visual segmentation problem in a Self-supervised manner. 
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Partially occluded sound source segmentation

4 Audio guided segmentation

● Lack of annotated data
● Efficient blending of cross-modal information
● Partially occluded sound source segmentation
etc.

● The two-stream network takes both audio and visual data as inputs and ex-
ploits global and local event information efficiently to carryout cross-modal joint 
segmentation.
● Annotated data not required, follows self-supervised strategy

RESULTS

CHALLENGES

● Network needs to temporally adjust the audio and video feature 
maps at pixel level
● Applied binary masks with a per pixel sigmoid cross entropy loss, 
where the backpropagation facilitates cross-modal learning

● Hide-and-detect masks the occluded source features before feeding 
to the transformer encoder during training
● Curriculum learning strategy was deployed to address increasingly
challenging examples

Exploit audio information to segment multiple (but similar) 
acoustic sources present in the visual scene
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