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The problem of Imbalanced Dataset Classification
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Re-sampling 

‐ Over‐sampling the minority classes [1] 

‐ Under‐sampling the frequent classes [2]

- it discards a large portion of the data and thus is not feasible when data imbalance is extreme.

- Over-sampling is effective in a lot of cases but can lead to over-fitting of the minority classes 
- Stronger data augmentation for minority classes can help alleviate the over-fitting
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[1] Jonathon Byrd and Zachary Lipton. What is the effect of importance weighting in deep learning? In ICML2019.
[2] Mateusz Buda, Atsuto Maki, and Maciej A Mazurowski. A systematic study of the class imbalance problem in convolutional neural networks. Neural Networks, 2018

‐ Balancing‐sampling (decoupling representation) [3, 4]

[3] Kang, Bingyi, et al. Decoupling representation and classifier for long-tailed recognition. In ICLR 2020.

- At first stage, pre-train model on uniform-samples, at the final stage, fine-tuned model on balancing-samples  

[4] Ren, Jiawei, et al. Balanced meta-softmax for long-tailed visual recognition." NeuralPS2020.



Re-weighting

‐ The vanilla scheme re‐weights [5] classes proportionally to the inverse of their frequency.

‐ Class Balance (CB) [7] is that re‐weighting by inverse class frequency yields poor performance on frequent classes, and 
thus propose re‐weighting by the inverse effective number of samples.

‐ Focal loss [6] down‐weights the well‐classified examples
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[7] Yin Cui, Menglin Jia, Tsung-Yi Lin, Yang Song, and Serge Belongie. Class-balanced loss based on effective number of samples. In CVPR2019
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- Smoothly adapted bilateral-branch training [9]
- Decoupled two-stage training [10, 11]

Two-Stage Re-balancing

[9] BBN: Bilateral-Branch Network with Cumulative Learning for Long-Tailed Visual Recognition, In CVPR 2020
[10] Decoupling Representation and Classifier for Long-Tailed Recognition, In ICLR 2020
[11] Ren, Jiawei, et al. Balanced meta-softmax for long-tailed visual recognition." NeuralPS2020.
[12] Jun Shu, Qi Xie, Lixuan Yi, Qian Zhao, Sanping Zhou, Zongben Xu, and Deyu Meng. Meta-weight-net: Learning an explicit mapping for sample weighting.  In NeuralPS2019.

GAP : global average pooling

Meta-learning
‐Meta‐learning [12] is also used in improving the performance on imbalanced datasets or the few shot learning settings.

Bilateral-Branch Network (BBN) [9]



Margin loss [12,13,14]

‐ Label‐Distribution‐Aware‐Margin (LDAM) loss [13]

[14] Cao, Kaidi, et al. Learning Imbalanced Datasets with Label-Distribution-Aware Margin Loss. In NeualPS2019.

[13] Liu, Weiyang, et al. Large-margin softmax loss for convolutional neural networks. In ICML2016.

[12] Johan AK Suykens and Joos Vandewalle. Least squares support vector machine classifiers. In Neural processing letters1999.

 However, they don’t converge to a max margin solution

-This paper encourages rare classes to have higher margin.

‐ Hinge Loss [12]

few sample class leads to higher margin.

 In this paper, we deal with a max-margin solution for imbalanced dataset learnings.
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‐the input space :

‐the label space :

‐ the maximum margin of an example

Maximum-Margin

‐ Input and label space



Maximum-Margin Loss Function (1)

Cross Entropy Loss with MM

Maximum Margin (MM) Loss

- An assumption that the decision boundaries are shifted
by two types of the hard maximum margin of samples: 
hard positive margin and hard negative margin.

- our loss function device to occupy more margin, such
that the red decision boundary shifts more than the green
one.



Maximum-Margin Loss Function (2)

Cross Entropy Loss with MM

Maximum Margin (MM) Loss



Maximum-Margin Loss Function - DRW
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Experiments – image classification



Maximum-Margin Loss Function - DRW



Conclusions

• For better generalization on the minority classes, we designed the Maximum 
Margin (MM) loss function, motivated by minimizing a margin-based 
generalization bound through the shifting decision bound. 

• To show the effectiveness, we conducted experiments on artificially 
imbalanced CIFAR-10/100: the MM outperformed the theoretically principled 
label-distribution-aware margin (LDAM); the per-class error of CB-RW was 
compared with that of MM. 

• We concluded that the MM to enforce more margin non-linearly into 
minority class samples works better empirically.


