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Experiments: Reconstruction outcome evaluation

Background Model architecture

Super-resolution (SR) reconstruction is a common term for a variety of
techniques aimed at generating a high-resolution (HR) image from a
low-resolution observation (LR).
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Method | Model size] PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
Bicubic (single)” — 29.21 0.8671 25.14 0.7737 25.47 0.7530 25.80 0.8427 20.94 0.6816 23.64 0.7200
FSRCNN™ 17.1k 29.18 0.8620 25.25 0.7742 25.73 0.7563 25.79 0.8405 21.24 0.6827 23.81 0.7215
Bicubic (multiple) — 29.72 0.8737 25.83 0.7856 26.35 0.7669 26.18 0.8463 21.79 0.6966 24.43 0.7333
RAMS 1058.1k 32.53 0.9294 28.77 0.8798 29.41 0.8814 30.08 0.9337 23.68 0.8194 27.97 0.8703
HighRes-net 591.8k 32.75 0.9350 29.07 0.8843 29.44 0.8818 30.15 0.9358 23.79 0.8196 27.74 0.8625
MagNet 176.7k 33.33 0.9387 30.68 0.9207 30.54 0.9122 30.69 0.9451 24.86 0.8613 28.70 0.8990

* Single-image SR techniques

There are two main approaches to the problem:

 Single-image SR (SISR): focuses on modeling the relation between low-
and high-resolution visual data from a single LR observation;

e Multi-image SR (MISR): additionally benefits from information fusion
from multiple LRs representing the same scene.
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Nir-w-h : W - Examples of the reconstruction outcomes for four images that originate from Historical, Set14 and Set5 benchmak datasets.

nodes ' PSNR/SSIM are reported under the corresponding image, and the best results are boldfaced.
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* Images-to-graph conversion

Multiple input images composed as a single graph
» Each pixel represents a node

» Node positions are adjusted by shifts between LRs
» Edge weights indicate distance between nodes
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* Magnet—a multiple-image graph neural network
» Qraph on the mput, matrix on the output
» Continuous kernels thanks to spline-based convolutions
» Arbitrary number of input images per stack
» Allows for arbitrary upscaling factor
» Low number of parameters—about 176k

Multiple low-
resolution images

Reconstruction accuracy and time (for 256x256 LRs) obtained with
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M t Magnet USIHg dlﬂerent number Of lnput lmages NLR' The daShed hneS 22.00 dB / 0.8104 22.20 dB / 0.8287 20.49 dB / 0.7802 21.07 dB / 0.8397 20.46 d ; 20.98 dB / 0.8392
agne show the performance obtained with bicubic interpolation.
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