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Motivation: Autonomous robots or 
systems

• Estimate 3D pose of objects of interest in the surrounding 

environment.

• Use this information to decide on the next action according to a 

given objective.

• e.g., grab and pass a tool to a human worker.

• Fast embedded execution.
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3D object pose estimation problem

• Estimate the rotation between the object coordinate system and the

reference coordinate system (e.g., camera of a UAV).

• 3D rotation matrix.

• Unit quaternion.

• Euler angles.

• Sub-case of 6D object pose estimation.

• Challenges:

• 3D pose representation.

• Non-trivial object symmetries.
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3D object pose estimation

• 3D object pose regression: directly regress 3D poses.

• 3D object pose classification: classify an object image in a

predefined number of orientation classes.

• 3D object pose retrieval: match extracted 3D pose-related

image features with a set of orientation class templates.



5

3D object pose retrieval

• Advantages over 3D pose regression and classification methods:

• Only one trained CNN is required.

• Object classes and 3D poses are predicted simultaneously.

• A lightweight CNN can be used, enabling real-time execution or

execution in embedded systems with limited computational capabilities.

• Disadvantages:

• Accuracy is limited by the number of the selected orientation class

templates.
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Proposed method

• A CNN 𝒇 is trained to extract 3D pose-related features.

• Using the trained CNN, codebook features 𝐟𝑐𝑖 , 𝑖 = 1,… , 𝐾 are first

calculated offline and stored: 𝐟𝑐𝑖 = 𝒇 𝐗𝑐𝑖 .

• Given a test object image 𝐗, the corresponding feature vector is

extracted using the same trained CNN: 𝐟 = 𝒇 𝐗 .

• The extracted test image feature vector 𝐟 is matched to the most

similar 𝐟𝑐𝑖 , 𝑖 = 1,… , 𝐾 using a Nearest Neighbor algorithm.



Proposed method

• 3D rotations are represented by unit quaternions:

𝐪 = 𝑞0 + 𝑞1𝐢 + 𝑞2𝐣 + 𝑞3𝐤

where 𝑞0, 𝑞1, 𝑞2, 𝑞3 are real numbers and  𝑞0
2 + 𝑞1

2 + 𝑞2
2 + 𝑞3

2 = 1.

• Advantages:

• More compact 3D pose representation compared to the rotation matrix.

• Numerically stable.

• Avoid the gimbal lock problem.
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Dataset construction

• The CNN is trained using a carefully designed training dataset.

• Training samples 𝑠 = 𝐗, 𝑐, 𝐪 , 𝐗: RGB-D object image, 𝑐: object

class label, 𝐪:3D pose quaternion.

• Two separate training sets are constructed: a set 𝑃 containing

sample pairs and a set 𝑇 containing sample triplets.
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Dataset construction

• Each entry of the pair set 𝑃 consists of training samples 𝑠𝑖 , 𝑠𝑗 that 

belong in the same object class and under arbitrary poses.

• Triplet set 𝑇 entries contain three training samples, 𝑠𝑖 , 𝑠𝑗 , 𝑠𝑘:

• 𝑠𝑖 , 𝑠𝑗 are samples belonging to the same object class,

• while 𝑠𝑘 is a sample coming from any different class.

Entry of 𝑃 Entry of 𝑇



10

Network architecture
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• Objective loss function:

𝐿 = 𝜆𝑝𝐿𝑝𝑜𝑠𝑒 + 𝜆𝑜𝐿𝑜𝑏𝑗 + 𝜆𝑟𝐿𝑞𝑟𝑒𝑔.

• Pairwise loss using entries of 𝑃:

𝐿𝑝𝑜𝑠𝑒 = ෍

𝑠𝑖,𝑠𝑗

𝜑(𝐪𝑖 , 𝐪𝑗) ∙ { 𝐟𝑖 − 𝐟𝑗 2

2
− 2arccos(|𝐪𝑖

𝑇𝐪𝑗|)}
2.

• Symmetry-aware term based on depth images:

𝜑 𝐪𝑖 , 𝐪𝑗 = 𝐝𝐪𝑖 − 𝐝𝐪𝑗 2

2
.

Loss functions
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• Triplet loss using entries of 𝑇:

𝐿𝑜𝑏𝑗 = ෍

𝑠𝑖,𝑠𝑗,𝑠𝑘

𝐟𝑖 − 𝐟𝑗 2

𝐟𝑖 − 𝐟𝑘 2 + 𝜀
.

• Quaternion regression loss:

𝐿𝑞𝑟𝑒𝑔 = 2arccos(|𝐪𝑇ෝ𝐪|).

Training
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• Evaluation of the proposed method using the angular error in

degrees given by:

𝐸 𝐪, ෝ𝐪 = 2 arccos 𝐪𝑇ෝ𝐪 .

• 3D pose estimation accuracy at threshold 𝑡: percentage of test

samples for which the angular error is below a threshold angle

𝑡.

Quantitative evaluation
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• 3D object pose estimation accuracy on the LineMod [1] dataset.

Quantitative evaluation
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Qualitative evaluation

Evaluation on LineMod objects. Evaluation on a previously unseen object.
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