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Scene text recognition is the process of converting text regions 
into computer readable and editable symbols.
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Semantic coherence within a region of text makes seemingly 
isolated words easier to recognize.
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Datasets

Samples of standard benchmark dataset:

State-of-the-art STR use standard benchmark datasets such as 
III5k-words,which contains test images collected from the Web, 
and/or Street View Text,collected from Google Street View (and 
thus mostly contains sparse text regions).



Datasets

Text-containing Protest Image Dataset (TPID)

Interior Design Dataset (IDD)
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Word Ordering & Grouping
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Word Ordering & Grouping arranges isolated words into the 
common reading order, and groups them into phrases or sentences 
that belong together.

min-cost



Word Ordering & Grouping Results



Semantic-based Sentence Recognition
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solve the task of correcting the words predicted by STR in the 
phrases or sentences.
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Results
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