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Integration of the CTFN in VVC codec

Serve as a PU-level intra prediction mode

Compete with all intra prediction modes in VVC.

A larger reconstructed region as input(localnonlocal)

Compared to four reference lines in VVC.
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Architecture of the two-stage CTFN

The coarse prediction stage

 composed of fully-connected networks and convolutional networks.

The fine prediction stage

consists of a global feature extractor and a patch-wise attention layer.
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Patch-wise attention layer

Attention based matching process(similaritiesattention scores)

The coarse prediction region plus the L-shape reconstructed area with 
a width of 2 are determined as template.

Matching and weighting are implemented as convolutions.
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similarity metric

Implemented as convolution



Patch-wise attention layer

Extracting effective nonlocal information in feature domain

Spatial-domain block matchingPatch-wise feature matching.

Assigns weights to each nonlocal feature with attention mechanism.
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Experimental results

Objective performance
Anchor:VTM11.0-NNVC

Test:Proposed CTFN,  JVET-W0081

CTC：-1.92%，SCC：-1.48%
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Thanks!
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