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Why Model Compression?
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···
Image classification Object detection Resource-limited Devices

Limited memory space, limited computing power,etc.

Object tracking

×



Deep CNN’s Challenge

2
0
2
2
 D

C
C

 

Large amount of parameters high computational cost



What’s tensor decomposition?
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Tensor decomposition approximately decomposes the high-order tensors of CNN’s layers into several

low-dimensional tensors.

★Tensor Decompsition can be divided into two categories

Single layer decomposition Global decomposition



Existing Problems
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I. Decompose CNN layer by layer, ignoring 

the correlation between layers. 

II. Training and compressing a CNN is
separated

Rank Selection
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Tucker  Decomposition

Tucker-2

Preserve spatial features and reduce channel dimension redundancy

Original convolution Tucker-Decomposed Group  



市场数据分析

Problem formulation

Jointly optimizing of CNN’s loss function and Tucker’s cost function（training and 

compressing is carried out at the same time）
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：loss function（such as cross entropy for classification）

：the linear cost of tucker compression（depend on tucker rank）

：determines the distribution of  tucker rank

tucker rank
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Penalty form for Tucker Cost

Specify k-th layer

Tucker-2
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Optimization (How to select tucker rank)

Introducing tucker approximate tensor:

quadratic penalty method + augmented Lagrangian method  
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optimize {W, Θ, r3, r4} jointly

SVD
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Chest X-Ray

Pneumonia classification published on

Kaggle. There are 5,856 X-Ray images

labelled as pneumonia or normal.

FLOPs , SR
Speedup Ratio of FLOPs (SR) :

CIFAR10

natural images consists of 60,000 

color images with size of 32 × 32. 

Parameter , CR
compression ratio of Parameters(CR):
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Datasets & Evaluation Metrics

Datasets

Evaluation Metrics

Top-1 accuracy
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The Selection of CNNs for Datasets

Comparison between ResNet-34 and VGG-16 compressed by LTC

√

√
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The hyperparameter λ

(a) ResNet-34 on Chest X-Ray (b) VGG-16 on CIFAR10

Tucker rank distribution of compressed networks with different λ :
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The hyperparameter  λ

The Visualization of Accuracy, Parameters and FLOPs with different λ:

(a) ResNet-34 on Chest X-Ray (b) VGG-16 on CIFAR10
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Comparison with other methods
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Conclusion

·proposed Learning Tucker Compression (LTC) to speed up

CNNs.

·LTC takes the tucker-2 decomposition as a joint optimization of

CNN’s weights and tucker’s ranks.

·Experiments show that LTC can effectively reduce the amount of

parameters and accelerate CNNs with satisfied classification

accuracy.



Thank  You  For  Your  Watching!
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