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Cube-based video coding framework #2

Introduction

This work takes a fresh look at raw data by viewing it as cube made up of multiple downsampled

images rather than a vector. As a result, we can view each data point as a pixel. Following that, we —_ﬁbﬁ
propose a tailored video coding framework for cube structure that includes directional 9 modes intra
and inter prediction with block-matching motion estimation, transformation, quantization, and .
) ) ; S pirels — —— Block to be predicted
entropy coding. When compared to state-of-the-art works, this proposal provides a significant
improvement in coding performance and flexibility. We evaluated coding performance using various MBS Modta 1 Moda2 s o
4K datasets, resulting in 60-65% lower bit-per-pixels while maintaining visual quality compared to (vertical) (horizontal) (D) (diagonal/left) ~(diagonal/right)
state-of-the-art works. ﬂ L
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Figure 1: An illustrate of undetermined system.
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Fig 1. represents the traditional perspective we utilize compressed sensing. HESEm NENENEEENEN H )
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However, look closely at the block-based CS procedure [1]; an entire frame is partitioned into several 1 gECWORO g gl
blocks with window size of bxb. An elements in the block will be vectorized into x and iteratively = 5 mas = ) a
linearized into element of y via each 1D kernel order of ®. It expects to obtain several downsampled O i e
images corresponding to m as output by grouping the same element order from all blocks as shown in EECEG! OGN
Fig 2. (@) (o} ©
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% & 3 % Figure 5: Fast three-level hierarchical search motion estimation capable of stopping motion vectors
& & with v equal to 3, where (a) the top-level of hierarchical motion estimation, (b) the middle-level of
¥ hierarchical motion estimation, (c) two motion vectors in the middle-level of hierarchical motion

estimation are stopped, (d) the lowest-level of hierarchical motion estimation received computational
resources to active motion vector, and (e) the matched candidate is returned.
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Simulation results

Figure 2: An example of block-based CS procedure, where the block size is set to be 2 X2, n = 4,
m = 2, which generate 2 downsampled image. We  evaluate the  proposed  algorithm on 4K  resolution  datasets  such
as Beauty, ReadySetGo, and Bosphorous [2]. In this paper, we use a binary random sensing matrix with
the following configuration: n = b xb = 16 x16 = 256 and m = 64. We use the L1-minimization method
via a primal-dual interior-point method to convert CS data to image. We compare coding performance
using a variety of quantitative matrices, including PSNR and SSIM and bit-per-pixel (bpp). To compare
with existing works, we run an experiment in two parts: intra-prediction only in Table 1 and intra-
prediction with inter-prediction in Table 2.

Cube-based video coding framework #1

In terms of cube-based data structures, we can encode sampled data using 9 modes of intra-
prediction, inter-prediction, DCT transform, and quantization table. By coding sub-images in cube,
sampled data can be packed more efficiently and transmitted to the receiver. It uses less bandwidth
than uncoded and cutting-edge works that proposed vector-based coding algorithms. The explanation
of each coding modes are shown in Fig 4. for intra-prediction and Fig 5. for inter-prediction.

Table 1. Intra-prediction performance comparison with the state-of-the-art on various datasets, where
bxb = n = 16 x16, m = 64, (a) binary random matrix with DPCM-SQ [3], (b) binary random matrix with
SDPC-SQ [4], (c) binary random matrix with modified-binary random matrix with 3 modes intra
prediction-SQ [5], (d) hadamard with 4 modes intra prediction-SQ [6], (e) sequency-ordered walsh-
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Figure 3. The proposed framework architecture tailored to a data cube for compressive imaging.
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Average — hadamard with 7 modes intra prediction-SQ [7], (f) this work only intra-prediction with @}, = 3, (g) this
5:_‘;"‘:; Quantization work only intra-prediction with Q,, = 6, and (h) this work only intra-prediction with Q;, = 9.
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redtencandda “mumi Beauty dataset ReadySetGo dataset | Bosphorus dataset

PSNIT / SSIM / bpp

PSNR / SSIM / bpp

PSNIL / SSIM / bpp

(a)

34.77 / 0.79 / 2.46

34.35 / 0.85 ] 2.8

35.24 / 0.93 / 2.73

(b)

3153 / 0.79 / 2.23

34.06 / 0.82 ] 252

34.37 /090 / 2.52

(c)

3477/ 0.19 / 1.98

36.04 / 0.92 ] 221

3542 / 0.93 ] 2.28

(d)

35.85 / 0.84 / 1.92

36.04 /092 /214

39.13 /097 / 2.29

(e)

37.13 / 0.86 / 1.66

35.79 / 0.90 / 1.01

4037 /004 /1.0

(f

47.92 / 0.98 / 0.83

39.11 / 0.97 / 0.99

43.22 / 0.98 / 0.95

(g)

47.65 / 0.98 / 0.64

39.07 / 0.97 / 0.84

4313 / 098 / 0.78

(h)

47.24 / 0.98 / 0.53

39.01 / 0.97 / 0.7

42.98 / 0.97 / 0.68

Table 2: Intra-prediction with 2 modes inter-prediction performance on 100 frames of various

datasets, where bxb = n = 16x16, m = 64. The results in (a), (b), (c), represent intra-prediction with
slow mode inter-prediction; (d), (e), (), represent intra-prediction with fast mode inter-prediction,
where @, =3, 6, and 9, respectively.
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Beauty dataset

ReadySetGo dataset

Bosphorus dataset

PSNR. / SSIM / bpp

PSNR / SSIM / bpp

PSNR / SSIM / bpp

(a)

4879 / 0.08 / 0.4496

39.27 7 0.97 7 0.7151

43.17 / 0.98 / 0.6237

)

48.66 / 0.98 / 0.3078

39.26 / 0.97 / 0.5581

43.68 / 0.98 / 0.4632

(c)

48.50 / 0.98 / 0.2387

39.24 / 0.97 / 0.4719

43.62 / 0.98 / 0.3794

(d)

1879 / 0.98 / 0.4495

39.27 / 0.97 / 0.7151

13.71 / 0.98 / 0.6245

(e)

1867 / 0.98 / 0.3084

39.26 / 0.97 7 0.5681

13.68 / 0.98 / 0.4634

(N

48.05 / 0.98 / 0.2387

3924 /0.97 / 04719

4364 / 0.98 / 03794




