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Highlights

« We propose a method to encode noise robustness into contextualized rep-
resentations of speech via contrastive learning.

« The quantized representations of the original-noisy speech pair are
switched as additional prediction targets of each other. By doing this,
it enforces the network to have consistent predictions for the original
and noisy speech, thus allows to learn contextualized representation with
noise robustness.

e 2.9-4.9% relative WER reduction on the synthesized noisy LibriSpeech
data, compared to a data augmentation baseline.

 No deterioration on the original clean data.

e 5.7% relative WER reduction on CHiME-4 real 1-channel noisy data.
Matches or even surpasses those with well-designed speech enhancement
components.

o Self-supervised Learning (SSL) has been shown promising for low-
resource ASR.

« Noise robustness is another challenge for ASR. No much work for improv-
ing noise robustness for SSL in ASR.

- Most existing noise robustness approaches add a dedicated enhance-
ment/denoising frond-end, increasing model complexity.

« In wav2vec 2.0, contextualized representation is learned by predicting
quantized targets from masked input. If we want the representation ro-
bust to noise, the representation of an original speech should also be able
to predict the target of its noisy version and vice versa.

o Therefore, we enforce the prediction consistency constraint in the con-
trastive loss without adding any complexity to networks.
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Experiments

Dataset: LibriSpeech + MUSAN noise corpus.

Results: WERs on synthesized noisy data are improved relatively by 7.1-11.0%
without LM, or 2.9-4.9% with LM, and remain the same on the original test
sets.

Table 1: Results on the original and synthesized noisy Lib-
riSpeech test sets under the matched condition.

IM Original Noisy (5-10 dB)
test-clean test-other test-clean test-other

wav2vec 2.0 N 5.9 13.4 15.6 33.1
' Y 2.6 6.6 8.0 21.3

+ MUSAN music+noise (5-10 dB) N 6.1 14.1 8.2 19.8
(Baseline) Y 2.6 6.7 3.4 10.2

. N 5.8 13.6 7.3 18.4
wav2vec-Switch . 57 67 3.3 9.7
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Experiments (cont.)

Table 2: Results on the synthesized noisy sets under different
mismatched noisy conditions (without LM).

music+noise (0-5 dB)  speech (5-10 dB) speech (0—5 dB)

’9 O 9‘ O 9 r | e'@ | : | : test-clean test-other test-clean test-other test-clean test-other
‘ wav2vec 2.0 + MUSAN =, 26.1 25.7 52.9 54.7 82.4

music+noise (5—-10 dB)
wav2vec-Switch 9.7 24.5 23.8 50.4 52.7 80.7

Gain (%) 11.8 6.1 7.4 4.7 3.7 2.1

Dataset: CHiME-4 + MUSAN noise corpus. The real 1-channel track is for
testing.

Results: The relative improvement from the corresponding baseline is 7.8%
without LM (16.5 vs. 17.9), or 5.7% with LM (6.6 vs. 7.0). It is also worth
noting that, without any speech enhancement, our self-supervised approach
followed by a simple CTC fine-tuning achieves better results than those using
carefully designed enhancement algorithms. The additional data we were
using was just the unlabeled 960-hour LibriSpeech audio and the MUSAN
corpus.

Table 3: Results on the CHiME-4 real 1-channel dev/eval sets.

continual pre-training LM dev eval

Chen et al. (Kaldi Baseline) [1] (2018) Y 56 114
Du et al. [2] (2016) Y 46 9.2
Wang et al. [3] (2020) Y 3.5 68
N N 10.6 17.6
wavavec 2.0 + MUSAN music+noise (5-10 dB) Y 37 7.2
(Baseline) N 10.7 17.9
¥ Y 46 7.0
N I;I 130.62 176.18

wav2vec-Switch : :
v N 10.0 16.5
Y 35 6.6
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