
Universal Paralinguistic Representations of Speech Using Self-Supervised Conformers
Problem: Create representation for paralinguistic 
speech tasks.

Evaluation method: Evaluate 9 "eval dataset" using 
5 models using linear probes (3 types) on 
time-averaged embeddings tasks.

Downstream datasets:

Main results: Conformer Applied to Paralinguistics layer 12 (CAP12): 600M+ 
parameter Conformer architecture.

1. CAP12 outperforms previous embeddings
2. CAP12 often outperforms previous SOTA
3. A single CAP representation is near optimal for all tasks

Additional results:
1. 3 second context windows 

are 99% as performant
2. Speech emotion recognition 

tasks require larger context
3. (CAP12 incorrect) ∩ (other 

embedding correct) is small
4. CKA analysis shows 

representation similarity 
across different networks

5. Best internal representations 
are between 40%-60% of the 
way through the network, 
regardless of depth

Models: Trained 5 Conformer models (600M, 1B, 8B 
params) on the 1M hour YT-U dataset using 
modified Wav2Vec 2.0 loss without quantization

Video categories by length (outer) and number (inner)

YT-U dataset:
1M  hours of
unlabeled
speech


