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Contribution
Key Contributions:
• We propose a novel triplet contrast loss that is specifically designed for discriminative feature transfer in the context

of knowledge distillation, together with hard triplet sampling. The proposed loss is complementary to conventional
KD losses and can be combined with them to further boost the performance.

• Mutual learning is adopted to regularize both the teacher and student networks training, and it shows its effectiveness
under our proposed framework.

• State-of-the-art results are achieved on three commonly used datasets, and verify the generation of our proposed
method on both person and vehicle re-identification.

Experiments & Results

Conclusion & Contact Information
In this paper, we propose a mutual discriminative knowledge transfer method for I2V ReID. The proposed method
takes advantage of triplet for local discriminative feature learning and aligns the heterogeneous outputs of teacher and
student networks. Coupled with the mutual learning, the proposed method achieves state-of-the-art results on three
datasets, covering person and vehicle re-identification.
Contact person:Pichao Wang; Email:pichao.wang@alibaba-inc.com;
Wechat:wangpichao; Homepage:https://wangpichao.github.io/.
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The framework of MDKT consists of two-stages: 1) the teacher network is trained using the standard V2V Re-ID
setting. 2) we feed frames representing different numbers of views as input to the teacher and students networks for
view KD using three level distillation losses, as depicted in Figure.
Mutual Discriminative Knowledge Transfer:
• Mutual Logits Distillation:

LKDt2s = τ21KL(yt∥ys) LKDs2t = τ21KL(ys∥yt) LMKD = LKDt2s + LKDs2t (1)

• Pairwise Distance in Embedding:
LPD =

∑
(i,j)∈(B2 )

(Dt[i, j]−Ds[i, j])
2 (2)

• Triplet Contrast Loss: we propose to measure the probability of the two distances.

papnτ2
=

exp(−dta2p/τ2)

exp(−dta2p/τ2) + exp(−dta2n/τ2)
(3)

Define the distribution P t
apnτ2

= [ptapnτ2
, 1− ptapnτ2

] and P s
apnτ2

= [psapnτ2
, 1− psapnτ2

] and the TCL loss between
teacher and student is formulated as:

LTCLt2s
=

N∑
a,p,n

KL(P t
apnτ2

∥P s
apnτ2

) (4)


