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Signal Model and Problem Formulation

e The array output signal is given by(k) = w'! (s(k)a+i(k)+n(k)), wherew is the beamvector to be optimizedk) is the desired signal waveform,
a is the steering vector associated with the signal,ahgdandn (k) are interference and sensor noise, respectively.

e The array output SINR is equal ﬁé}m, whereR, . ,, Is the interference-plus-noise covariance (INC) matrix.
wWR,.,w +

e The SINR maximization problem is equivalent to the minintizza problem:minimize wl R, w subject to w’aaw > 1.
e The distributionally robust optimization (DRO)-baseduebadaptive beamforming (RAB) problem maximizing the wa@sse SINR is formulated

Into

minimize Max EGl{w RHnw}

w G1€D1 (1)
subject to min EGQ{wHaan} > 1,
GQGDQ

e Here,D; andD, are distributional sets for the INC matrR; . ,, and the steering vectat, respectively; they are defined as
—D; = {G1 € My |Probg {R;y, € Z1} =1, Eg{Ri1n} = 0, |[Eg{Ri1n} — Sollr < p1}, WhereZ is a support set anf is the empirical
mean ofR,; . ,,;

—Dy = {Gy € My | Probg {a € 25} = 1, Eg {a} = ay, Eg,{aa’’} = T + apal!}, whereZ, is a support set, and, andX. are the mean and
the covariance matrix fas, respectively, under the true distribution.

Equivalent Reformulation for the DRO-based RAB Problem

e The maximization problem in the objective function wifh = {R € H" | |R||r < po} (dropping the subscript aR;_,,), and the minimization
problem in the constraint function with, = C¥V, are listed, respectively, as:

- H
maximize w RwdG1(R T H H
GreM, le 1( ) rrg?érj\]/lée fZQa WW adGQ(a)

subject to fZl dRGc}éJR()R_) i ; 2) subject to fZZ dGs(a) =1 (3)
HleRdG1<R> _SOHF < 1. fZQaaHng(a) :E%—aoagl.

e Key results:
— Proposition 1 The dual problemfor (2) iscast as

minimize p1|| X ||F + po/|ww + X + Y| — tr (SpX)
XY (4)

subject to X € HV, Y = 0.

Further, the strong duality between (2) and (4) holds.
— Proposition 2 The dual problem for (3) isgiven by

maximize x + %(ag[m) +1tr(Z(X + aoaoH))
Z . x.x

H _ _Z
ww YA o BN (5)

subject to o H -
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Besides, the strong duality between (3) and (5) holds.
e An equivalent reformulation of the DRO-based RAB problem:

minimize p1|| X ||F + pol|lww + X + Y| — tr (SpX)

subject to = + %(agla:) +tr(Z(2 +agall’)) > 1

i H_Z_Q_ 6
ww i 7 | w0 (6)
. T2 T
wxeCV X ZeHN. Y =0,2eR.

e This is a nonconvex quadratic matrix inequality (QMI) prerdol.

Rank-One Solution Procedure for the LMI Relaxation Problemfor (6)

o Fact: Iftr(W) = |[W||p(=tr (WW)/||[W | ) with W = 0(s# 0), thenW is of rank one.
e An iterative procedure to solve (6): At iteratianthe following LMI problem with a penalty term on the rankeocondition is solved:

minimize py|| X || g+ pol|W + X + Y || — tr (SoX) + a (trW _ ”ﬁvv“;:}”‘;“)
subject to x + %(aéqac) +1tr(Z(2 + aoaéq)) > 1
W -2z -% (7)
pH ~ 0
Tz T
reCVN X ZecHN W=0,Y -0,z eR,
e The procedure terminates wh*aan U h%i%’;ﬁ < 1079, and it can be shown that the sequence of the optimal valugg)fes descent.
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Numerical Examples

Simulation setups: (i) the number of array sensdrs- 10, the angular sector of intereGt = [0°, 10°], the presumed direction of the desired signal
0o = 1°, the actual directiod = 5° (i.e. 4° look direction mismatch), and two interferers from direa86; = —5° andfy, = 15° with INR=30 dB,;
(i) waveform distortion in inhomogeneous medium is corsadl, the signal steering vector is distorted by wave praijpag effects, i.e., independent-
Increment phase distortions are accumulated by the comp®péthe steering vector, and the phase increments arpendent Gaussian variables
each with zero mean and standard deviation 0.02; (iii) ind2)s the sampling covariance matrix (it is different in each)riandp; andp, are set to
0.001||Sy||  and10°, respectively, while in (7) is set to10°; (iv) in (3), ag = %Zle d(0;) andX¥ = %Zle(d(el) — ag)(d(9)) — ag), whered(6,)
IS the steering vector associated wijtthat has the structure defined by the sensor array geometryfg C © are picked up randomly following the
uniform distribution; (v) all results are averaged over 30Qulation runs.

Three beamformers are compared and they are the proposadiobeeer, the LRST beamformer in Ref. 13, and the ZLGL beamfarin Ref. 10.
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_ _ Figure 2: Average beamformer output SINR versus number of snapshtitsSMR equal
Figure 1: Average array output SINR versus SNR with the number of dr@pd’ = 100 to 10 dB

Conclusions

e The DRO-based RAB problem of maximizing the worst-case WtlNR over the distributional uncertainty sets for the INGtrix and the signal
steering vector has been addressed.

e The distributional set for the INC matrix includes congttaion the support of the distribution, the positive semidiefiness and similarity of the
mean; the distributional set for the steering vector actofor the first- and second-order moments and support ofigteldition.

e The RAB problem has been transformed into a nonconvex QMilpro via the strong duality of linear conic programming.
e The QMI problem has been tackled by solving a sequence of Lbhlpms with a penalty term on the rank-one constraint irothjective function.

e The improved performance of the proposed DRO-based roliagitime beamformer has been demonstrated by simulatiotesnms of the array
output SINR with comparison to two existing beamformingiaques.




