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Success of AutoML

AutoML has successfully introduced automated search process for
augmentation strategy to improve model performance in CV tasks.

Unfortunately, this augmentation strategy method requires high
computational cost.

Figure: AutoAugment learning procedure.
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The Urgency of Augmentation Strategy in NLP

Lack of extensive research of augmentation strategy in NLP domain.
Most of the previous approaches only apply single augmentation
method for whole dataset.

Simple noise affects the model’s output significantly.
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Inconsistent Prediction - The Findings
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Overview Of Structure
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Standard Text Classification Model Training
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Stacked Data Augmentation

9 / 15



Motivation
Algorithm

Experiments
Conclusion

Stacked Data Augmentation

State: embedded document, st = f
(
x
(i)
t ; θe

)
Action: five discrete actions

Reward:

− JS (pθc (st) , pθc (s0)) =
1
2
(KL (pθc (st) ∥M) + KL (pθc (s0) ∥M))

− M = 1
2
(pθc (st) + pθc (s0))

− rt =

{
ε, if cos(st, s0) < α

JS(pθc(st), pθc(s0)), else.

− rt ← rt − ρt, where ρt =
r̄t
T
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Stacked Data Augmentation
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Diversity-Promoting Consistency Training
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Example of Augmented Documents
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Performance Result with Action Distribution
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Conclusion

A new method for searching the stacked distinct augmentation
actions has been presented to employ in six text classification tasks.

The results showed that the generalization of the model with strong
language understanding module could be further improved with the
proposed method

the augmentation policy could generate some readable sentences and
behaved diversely in different settings of REINFORCE augmenter

15 / 15

Mahdin
Placed Image


	Motivation
	Algorithm
	Experiments
	Conclusion

	pbs@ARFix@1: 


