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Motivation

Success of AutoML

m AutoML has successfully introduced automated search process for
augmentation strategy to improve model performance in CV tasks.

m Unfortunately, this augmentation strategy method requires high
computational cost.

Sample a strategy S
(Operation type, probability
and magnitude)

Train a child network
The controller (RNN) with strategy S to get
validation accuracy R

Use R to update
the controller

Figure: AutoAugment learning procedure.
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Motivation

The Urgency of Augmentation Strategy in NLP

m Lack of extensive research of augmentation strategy in NLP domain.
Most of the previous approaches only apply single augmentation
method for whole dataset.

m Simple noise affects the model's output significantly.

Delete

Document Label | Pred.
-LRB- Taymor —-RRB- utilizes the idea of making Kahlo's art a living, breathing 5 4
part of the movie, often catapulting the artist into her own work.

—LRB- Taymor —RRB- utilizes the idea of making Kahlo's art a living, breathing 1
part of-the movie, often catapulting the artist into her own work.

There is no denying the power of Polanski's film... 4 4
There is no denying the power of Polanski's film... 1
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Motivation

Inconsistent Prediction - The Findings

Swap
Document Label | Pred.
A sensitive and astute first feature by Anne—Sophie Birot. 4 4
A sensitive and first astute feature by Anne-Sophie Birot. 1
The concept behind Kung Pow: Enter the Fist is hilarious. 4 4
The concept behind Pow Kung: Enter the Fist is hilarious. 1
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Motivation

Inconsistent Prediction - The Findings

Insert
Document Label | Pred.
A brutal and funny work. 5 4
A cruel brutal and mirthful funny work. 1
If you ignore the cliches and concentrate on City by the Sea's interpersonal 3 3
drama, it ain't half-bad.
If you ignore the cliches and concentrate on City by the ocean Sea's 1
interpersonal drama, it ain't half-bad.



Motivation

Inconsistent Prediction - The Findings

Replace
Document Label | Pred.
One of the smarter offerings the horror genre has produced in recent memory, 4 4
even if it's far tamer than advertised.
One of the smarter offerings the horror genre has produced in recent 1

retentiveness, even if it's far tamer than advertised.

You don't need to be a hip—hop fan to appreciate Scratch, and that's the mark 4 4
of a documentary that works.

You don't need to be a hip—hop fan to apprise Scratch, and that's the mark of 1
a documentary that works.
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Algorithm

Overview Of Structure
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Algorithm

Standard Text Classification Model Training
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Algorithm

Stacked Data Augmentation
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Algorithm

Stacked Data Augmentation

m State: embedded document, s; = f (wgi);b‘e)

m Action: five discrete actions

Label: Action | Sentence

0: RD (rand delete) | Sparse only curiously compelling

1: RS (rand swap) compelling only curiously Sparse

2: SR (synreplace) | Sparse only oddly compelling

3: SI (syninsertion) | Sparse only curiously oddly compelling
4: Stop Sparse only curiously compelling

m Reward:
— JS (pe. (s¢),pe. (s0)) = 5 (KL (pe, (s¢) [|M) + KL (po, (s0) | M))

— M =3 (po. (s¢) + po. (s0))

€ if cos(st, s0) < «

— ry = ’
© T IS(po.(s0). pe.(s0)), else.

— T 41y —pt, Where py = ’?t
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Algorithm

Stacked Data Augmentation

Algorithm 1: Training for augmentation strategy
Require: D training dataset. 7 learning rate
T maximum number of steps
e, 0,, pars of encoder and augmenter

while 0, is not converged do

fori=1, ..., |D|do

input z{/) as i document in D

so=f (z[()i); 6.) as the embedding of a:(()i)
{s0,a0,70,---S7—1,01-1,TT—1} ~ Tp,(T)
Gy = th:=t+1 7t/_t_17"t’

96, < Va, Zz:ol log g, (at|st) - Gy

Oa < Oa+n - Adam(6a, 9o, )
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Algorithm

Diversity-Promoting Consistency Training
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Example of Augmented Documents

Table 1: Illustration for the proposed stacked data augmentation (SDA) with five actions (0: random delete, 1: random swap, 2:
random synonym replacement, 3: random synonym insertion, 4: stop operation). “x” denotes the failed action due to losing of
original semantic meaning, indicated by the condition cos(s;, so) < . The order of actions and the received reward are shown.

Original Document | Augmented Document | Action | Reward
The name says it all. ‘ The name pronounce it totally ‘ 2204 ‘ 0.0484
A lovely and beautifully photographed romance. | A take shoot photograph and lovely beautifully | 312034 | 0.0091
Rouge is less about a superficial midlife crisis with skin. it than less about at or your the ain 122323

than it is about the need to stay superficial is midlife crisis, stay need sense of touch 0231 0.0049
in touch with your own skin, at 18 or 80. touch contain is in about to Rouge vitamin a 18 x
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Performance Result with Action Distribution

Table 2: (left) Distribution of actions taken by the policy. Sim.Thr. stands for similarity threshold. Stop indicates the
successfully augmented document without exceeding the max step 7" or violating the similarity threshold «v. (right) Accuracy
(%) on different classification tasks. The results from reference papers are shown. “-” denotes the missing results. Augmentation
methods using EDA , and back-translation (Back) are compared with SDA. pre-trained model using RoBERTa is merged.

Sim.The. | 0.7 0.8 0.9 Model SST2 SST-5 CR MPQA Subj TREC
EFL 9.9 T 5 908 971 -

Delet 83%  38%  3.7%

g:,:pe 08 194 B0t byte mLSTM 917 546 906 888 947 904

Replace | 39.8% 224% 672% BERT 31 555 - - 973 968
RoBERTa 948 566 932 904 960 968

Insert | 511% 68.6% 20.8%

fser © ° ‘ RoBERTawith EDA | 946 569 933 900 953 966

Stop 75%  208%  29.1% RoBERTa with Back | 950 573 941 909 969 974

RoBERTawithSDA | 952 586 947 914 960 970
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Conclusion

Conclusion

m A new method for searching the stacked distinct augmentation
actions has been presented to employ in six text classification tasks.

m The results showed that the generalization of the model with strong
language understanding module could be further improved with the

proposed method

m The augmentation policy could generate some readable sentences and
behaved diversely in different settings of REINFORCE augmenter
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