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Motivation

Algorithm

Reinforcement Learning Setting

Algorithm 1: Training for augmentation strategy

@ AutoML has successfully introduced automated search process for

@ State: embedded document, s; = f (;_1‘.?);67&)
augmentation strategy to improve model performance in CV tasks.

Require: D training dataset. 77 learning rate
I maximum number of steps
6., 0,, pars of encoder and augmenter

@ Action: five discrete actions

Label: Action

0: RD (rand delete)
[: RS (rand swap)
2: SR (syn replace)
3: SI (syn insertion)

e Unfortunately, this augmentation strategy method requires high Sentence

Sparse only curiously compelling
compelling only curiously Sparse
Sparse only oddly compelling

Sparse only curiously oddly compelling

while 0, is not converged do
for i=1, ..., |D|do

input z\") as i document in D

computational cost due to its reward definition.

@ lLack of extensive research of augmentation strategy in NLP domain.
Most of the previous approach only apply single augmentation

method for whole dataset. 4: Stop Sparse only curiously compelling so=f (méi);ﬁe) as the embedding of 3_-;{(]“')
o Previous works only apply single augmentation method to the whole || 4 Reward 150,30, 705+ + - 571,471, TT—1} ~ 79, (T)
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dataset, e.g. back-translation. if cos(s¢,50) < a
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— 1y 1, —py,  where p, = It T t is the average reward, 1" is the

T
maximum time step.
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Automated Data Augmentation for Language
Processing and Understanding

Experiment Results

Input Doc Inout Doc. Embed Table 1: Illustration for the proposed stacked data augmentation (SDA) with five actions (0: random delete, 1: random swap, 2:
(1) ' Document > P 3{1. B random synonym replacement, 3: random synonym insertion, 4: stop operation). “x” denotes the failed action due to losing of
Encoder original semantic meaning, indicated by the condition cos(s¢, sg) < a. The order of actions and the received reward are shown.
> 6 o Original Document Augmented Document Action Reward
> Aug.(gﬂc. }Aug. Document Embed. The name says 1t all. The name pronounce it totally 2204 0.0484
ut St . .
A lovely and beautifully photographed romance. | A take shoot photograph and lovely beautifully 312034 | 0.0091
Rouge 1s less about a superficial midlife crisis with skin. 1t than less about at or your the ain
. e . . 122323
than 1t 1s about the need to stay superficial 1s midlife crisis, stay need sense of touch 02131 x 0.0049
REINFORCE Document in touch with your own skin, at 18 or 80. touch contain is in about to Rouge vitamin a 18
Augmenter Classifier |
Table 2: (left) Distribution of actions taken by the policy. Sim.Thr. stands for similarity threshold. Stop indicates the
6, 6. successfully augmented document without exceeding the max step 1 or violating the similarity threshold «. (right) Accuracy
(%) on different classification tasks. The results from reference papers are shown. - denotes the missing results. Augmentation
methods using EDA | and back-translation (Back) are compared with SDA. pre-trained model using RoBERTa 1s merged.
vV v Sim.Thr. | 0.7 0.8 0.9 Model SST-2 SST-5 CR MPQA Subj TREC
v Avg. Doc. Tred. | Tnput Doc. Jred. v oelete | 8.5% 38K .1 EﬂL LSTM 3?5’: 54.6 3{3}2 332 331'; 00.4
g ( SEEJ) D6 ( 5[(;)) Swap 0.8%  49%  8.0% yte ml: ool ' . '“
Consistency Loss ' _ ' Cross Entropy Loss Replace 39.8% 22.4% 67.2% BER1 gf ] 0). _ _ ; dd 26.8
for Reward for Classifier Insert 51.1% 68.6 % 20 8% RoBERTa - 04 .8 56.6 03.2 90.4 96.0 96.8
(7) _ RoBERTa with EDA 94.6 56.9 933 90.0 95.3 96.6
¥ Stop 71.5%  20.8%  29.1% RoBERTa with Back | 950 573 941 909 969 974
RoBERTa with SDA 95.2 58.6 94.7 914 96.0 97.0
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