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 Introduction

1. Background

The modeling  of conversational context plays an important 
role for emotion recognition in conversations

The structured information in conversational context are 
generally complicated, especially for those with multi-turn 
and multi-speaker

2. Our work

propose a hierarchical and multi-view dependency modelling 
network (HMVDM)

the HMVDM model has a hierarchical structure with two main 
modules :

1)token-level dependency modeling module (TDM) 

2) utterance-level dependency modelling module (UDM)

aims to learn the long-range token-level 
dependency between different utterances 

aims to learn the utterance-level dependency from 
intra-, inter-, and global-speaker(s) view

Methods

1. Token-level dependency modeling

Experiments

1. Datasets

2. Utterance-level dependency modeling

2. Overall performance

3. Ablation studies

Conclusion
• The long-range token-level dependency modeling is 

important for the ERC task
• Modeling the utterance-level dependency from intra-, 

inter-, and global-speaker(s) simultaneously is helpful

• The ablation studies for the UDM module in HMVDM 
with considering the utterance-level dependency from 
intra-, inter-, and global-speaker view respectively

• The ablation studies for the TDM module in HMVDM 
with considering the speaker embeddings and long-
range token dependency

• Compared with the RNN-based and Graph-based 
baseline models on four datasets


