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Iln dialog system, dialog intention recognition and sentiment classification aim to predict the intention and
Iemotion of the user. During the human interaction, Intention, emotion and action are important elements.
IModeIing the Interaction process by analyzing the relationships between these elements Is a challenging task.
'However, previous work mainly focused on modeling intention and emotion independently, and neglected of

‘exploring the mutual relationships between intention and emotion.
IO RelAtion Interaction Network (RAIN)

I In this paper, we propose a RelAtion Interaction Network (RAIN), consisting of Intention Relation Module and
n

'Emotion Relation Module, to jointly model mutual relationships and explicitly integrate historical intentio
Information. Specifically, Intention Relation Module introduces an intention dictionary to explicitly account for

the mutual interaction between the intention and emotion.

______________________________________________________________________________________________________________________

€ Task & Existing problems

explicitly integrate historical intention information for subsequent emotion prediction. The experiments on the '
dataset show that our model can take full advantage of the intention, emotion and action between individuals and !
achieve a remarkable improvement over BERTstyle baselines. Qualitative analysis verifies the importance of

Experimental Results

€ Dataset & Evaluation Metrics
(1) The DailyDialog datasets contain 13,118 multi-turn dialogues. In order to obtain the intention dictionary, we

extract 2,046 conversations for the annotation. (2) Macro-average Precision (P), Recall (R) and F1 .

Intention Recognition

Emotion Prediction

Pt Rt F1 4 Pt Rt F1 t
GRU [17] 46.18 4131 4361 | 4225 4164 4194
GRU+Attention [13] | 48.66 4143 4475 | 4374 4120 4243
DCR-Net { [12] 5235 4856 5038 | 4724 4391 4551
BERT [18] 6584  65.18 6551 | 5535 5542 5538
RoBERTay,.. [15] 68.14 6853 6833 | 56.82 57890  57.35
ROBERTa,;.c [15] 7136 7047 7091 | 59.51 5877  59.13
RAIN 7322 7264 7293 | 6535 6284  64.07

Table 1. Experimental results on the testset for tasks of inten-
tion recognition and emotion prediction. 7 indicates that the

performance is reimplemented by ourselves.

€ Main Experiments
RAIN can outperform baselines by a large margin hich

achieves 2.02% gain on F1 for intention recognition.

For the emotion prediction, second column of Table 1,

RAIN achieves the best results.

@ Case Study

we present dialogue cases and explanations of the emotion to demonstrate how our model performs. the speaker

Intention Recognition Emotion Prediction
FI17 Apy FI17T ANG
RoBERTa4;ge [135] 70.91 - 59.13
+IntentNet 72.29 +1.38 61.15 +2.02
+Fusion Mechanism - - 60.46 +1.33
+Historical Intention 71.77 +(0.86 62.11 +2.98
+Multi-task 71.96 +1.05 59.97 +0.84
RAIN 72.93 +2.02 64.07 +4.94

Table 2. The results of ablation study on model components.

€ Ablation Study

The ablation study has demonstrated that all the
components proposed are beneficial for the tasks,
Including Intention dictionary, fusion mechanism,
historical intention information and multi-task learning.

requests for changing the room and intention of the listener is “reject” , thus generating emotion of speaker Is anger

because his intention 1s unsatisfied.
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€ (a) The overview of our RAIN which consists of the Intention Relation Module (b) and Emotion Relation Module (c). Giving an utterance ui. the two modules

jointly model mutual relationships between the intention and emotion, and the updated representations of the intention and emotion are used for multi-task learning.

Explanation: Emotion of speaker is anger because his intention is unsatisfied.

Speaker: I'm Bill . I'm in Room 908 . Can you change the room for me ? It's too noisy. Intention of Speaker: Request.
Listener: | am sorry , there are no rooms available ...
Speaker: Oh! Goodness |

Intention of Listener: Reject.
Emotion of Speaker: Anger.
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@ Intention Relation Module @ Emotion Relation Module
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® Encoder Module ® Encoder Module
si=RoBERTa ([CLS|,z;1,...,zi7,|[SEP])[0] gi=RoBERTa ([CLS|,xi1,...,zir, [SEP])[0] ——
® Intention Dictionary ® Intention Fusion Mechanism
Dictionary is to make an interpretable intention recognition with ® Historical Intention Modeling
symbolic representations. We mark the labeled feature words, and h;=LSTM (8, hi—1))—
count the word frequency of each feature word over different — fi=Fuse (8;, h;) -
Intentions, and normalize it to get the probability distribution. Fuse(§;, h;) = tanh(W7 [3;; hi; §;0hy; 8; —hi] +by)
~ T
5; =MLP (ReLU(WZs; + p;)) —gi=ReLU (W, [fi; gs] + bg) -
N J /
@ Emotion Relation Module .
9" = Softmax(W.X5; + b,,), y; = Softmax(W, g; + b.),

(1) We present a RelAtion Interaction Network (RAIN) to jointly model mutual relationships between the intention and emotion.

(2) Intention dictionary and historical intention information are explicitly modeled in Intention and Emotion Relation Module.

Conclusion

FEA5 % EEIERRAR

INSTITUTE OF INFORMATION ENGINEERING,CAS

(3) The proposed RAIN is very effective, which outperforms the previous methods with a single model, as well as making an explanation of the two tasks.

(4) Some other psychological factors will be considered for human activities, such as personal character, educational background and so on.



