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• Comparison with other super-resolution approaches including unsupervised and supervised ones:

• Effects of discriminator semantic loss:

Framework
Our approach fully uses a pretrained GAN in an online latent 

space exploration manner. 
• During iteration, the generator G continually generates super-

resolution faces �𝒀𝒀 from a random initialized latent code 𝒛𝒛 𝟏𝟏 .
• The generation is evaluated by measuring the discriminator semantic 

loss as well as pixel loss between 𝒙𝒙 and �𝒚𝒚 ↓𝒔𝒔. 
• The exploration is regularized by the total loss to get the 

discriminative result �𝒚𝒚∗.

Motivation
• Recent self-supervised 

super-resolution approaches 
usually have poor control 
over appearance and the 
super-resolved faces may 
look unnatural.

• Our approach regularizes the 
generation by considering 
both appearance and 
semantics in latent space 
exploration. 

• Inference time of unsupervised approaches

Summary
• We study the control ability of generative models over face appearance and propose a regularized latent space exploration approach 

by fully using the pretrained GAN to control the exploration of face generation in an iterative optimization manner.
• We introduce a semantic loss measured by the discriminator feature differences between the input low-resolution face and the 

downsampled super-resolution one to achieve appearance natural and semantic discriminative super-resolution results. 
• We conduct extensive experiments to validate the effectiveness of our approach in terms of quantitative metric and visual quality, 

especially on few-sample scenario.
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