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• Automatic speaker verification (ASV), one of the most
important technology for biometric identification, has
been widely adopted in security-critical applications.

• ASV is seriously vulnerable to recently emerged
adversarial attacks, yet effective countermeasures
against them are limited.
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3.2 Rationales

• As the vocoder is data-driven and trained with genuine data during training, it models the
distribution of genuine data, resulting in less distortion when re-generating genuine
waveforms.

• Thus, during inference, the vocoder‘s preprocessing will not influence the ASV scores of
genuine samples too much.

• However, suppose the inputs are adversarial samples. In that case, the vocoder will try to
pull it back towards the manifold of their genuine counterparts to some extent, resulting
in purifying the adversarial noise.
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3.2 Rationals

• The score difference for genuine samples
is near zero.

• While the score difference for adversarial
samples is much larger.

• We can simply set a threshold value to
distinguish them.
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4.1 Experimental setup

• The ResNet backbone is trained by Voxceleb2 as the
speaker embedding extractor.

• The Basic iterative method is used for crafting the
adversarial sampels.

• We use a traditional vocoder, the Griffin-Lim and a neural
vocoder, ParallelWaveGAN for detection.
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4.2 Experimental results
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4.2 Experimental results

● When testing on genuine samples, the EER is 2.88%. When using
generated speech as inputs, the EER slightly increased.



17

4.2 Experimental results

● While introducing the adversarial attack, the EER increased from 2.88% to
over 70%, which shows the effectiveness of the attack method.
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4.2 Experimental results

● The vocoder has slight purification performance.
● However, the re-synthesis process will not affect the genuine EER too

much.
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4.2 Experimental results

● We find that using Vocoder performs the best
among all methods. In most cases, more than 90%
of the adversarial samples could be detected.

● For Griffin-Lim based methods, we find that they
might be good approaches for detection with a
large FPR. However, in stricter cases, the detection
rates decrease drastically.
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4.2 Experimental results

● The larger the area under the curve (AUC) is, the better the detection performance.
● The vocoder based detection method attains very high AUC, almost near 1.
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• This work adopts the neural vocoder to detect adversarial
samples for ASV.

• The proposed method achieves effective detection performance.

• For the future work, we will evaluate the detection performance
when the detection method is known to the attackers.
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THANK YOU!


