Characterizing the Adversarial Vulnerability of Paper #: 3287

Speech Selt-Supervised Learning (.
Haibin Wu'?", Bo Zheng?**, Xu Li?, Xixin Wu?3, Hung-yi Lee!, Helen Meng?3 1 cussp 2022

& !Graduate Institute of Communication Engineering, National Taiwan University S Cngaforne
~=— 2Centre for Perceptual and Interactive Intelligence, The Chinese University of Hong Kong
SHuman-Computer Communications Laboratory, The Chinese University of Hong Kong

Introduction Upstream-downstream paradigm Experimentals

Motivation Experimental Setup
- The SUPERB shows speech SSL models - Randomly select 100 genuine samples for attack, and repeat
improve the performance of various | Pre-processing | the experlme.nts three times. | | | |
i procedure "“:z:l“"'l - Gaussian noise of the same noise-to-signal ratio (NSR) with
downstream tasks . ;T .
, , , adversarial perturbations is introduced as baseline for
- The paradigm of the selt-supervised learning ; comparison
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Characterizing the adversarial robustness of Task-specifi :
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- Simply adding Gaussian noise cannot degrade a well-trained

o system for the attack purpose
- —> —> f(z) Target upstream model X - Zero-knowledge attackers achieve relatively weaker attacks
+ noise & | Target downstream model - s on downstream tasks than limited-knowledge attackers
l Model fy Fix model parameters =jckawise Welgnted sumiprocecure » g - Limited-knowledge attackers achieve the most effective
) LESPROCCIvNg Proceciie X X attack as shown in (a) and (¢)
M f(T) XAB test
Z .- - Five listeners take part in the XAB listening test.
Find suitable & such that  mazy| _Diff(f(z), f(%)) : ' 5 l e ‘_~ - Th§ XAB test has a classiﬁcation accuracy of 58.89%,
) - S HH H 3 2 which shows the adversarial samples are hard to be
€T = L e 0 +4 e sean, HUBERT | ; ; ; | Layerwise { AV s | sD distinguished from genuine samples.
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Conclusion
Seli-supervised learning models Attack Strateg y - In this paper, we do some preliminary works to expose the
- HuBERT adopts BERT-style token vulnerability of the SUPERB paradigm to adversarial attacks
classification for pre-training _ _ - For the future work, we will investigate attacks with higher
Basic lterative Method transferability and less imperceptibility
- wavlvec 2:0 learns general-purpose knOWIGdge (BIM) - The long-term goal 1s to come up with adaptive defense
by contrastive loss methods that offer protection against dangerous attacks.
- Both HuBERT and wav2vec 2.0 get the Upstream it | .
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