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1. MOTIVATION

Traditional KDWhy KD?Our method Transformers KD

Temporal information, 

which is known to be 

beneficial in audio tasks, 

cannot be easily distilled 

when it is compressed 

into logits.

Motivation #2Motivation #1Summary Motivation #3

To improve the 

computationally restricted 

on-device models by 

transferring the knowledge 

of large models.

Our method can distill the 

temporal knowledge from 

attention weights of large 

transformer-based 

teacher models to 

on-device student 

models of various 

architectures.

Where distilling 

self-attention maps will 

preserve temporal 

information, 

transformer-based KD 

methods are limited to 

those architectures only.



Our Goal

Our 
Target 

Incorporate the temporal knowledge embedded in 

attention weights of large teacher models into on-device 

student models with various types of architectures.

XLSR-wav2vec 2.0

Large-scale transformer-based ASR model with 

state-of-the-art performance on multilingual ASR.

Five on-device audio classification models

RNN-based (LSTM-P), CNN-based (TC-ResNet), using both 

CNN and RNN (CRNN), containing attention mechanism 

(Att-RNN), and a multi-head variant (MHAtt-RNN)

Teacher
Model

Student
Model
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Brief Overview

3. Our Method



Training the Teacher Model

3. Our Method



Extracting the Teacher Attention Maps

3. Our Method



Extracting the Student Attention Maps

3. Our Method



Minimizing the Distance between Attention Maps

3. Our Method



Final Loss

3. Our Method



4. RESULTS AND ANALYSIS

Performance Comparison
FSD50K



4. RESULTS AND ANALYSIS

Comparing Attention Maps
Noisy Speech Commands v2



4. RESULTS AND ANALYSIS

Performance Comparison
Noisy Speech Commands v2



Conclusions and Takeaways

5. CONCLUSION

1. One can distill knowledge between different architectures.

2. Attention matters for audio classification tasks.

3. Large transformer models can automatically attend to important locations.
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