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1. MOTIVATION

Motivation #1

Why KD?

To improve the
computationally restricted
on-device models by
transferring the knowledge

of large models.

Motivation #2
Traditional KD

Temporal information,
which is known to be
beneficial in audio tasks,
cannot be easily distilled
when it is compressed

into logits.

<

Motivation #3

Transformers KD

Where distilling
self-attention maps will
preserve temporal
information,
transformer-based KD
methods are limited to
those architectures only.



2. Our Goal

Incorporate the temporal knowledge embedded in
attention weights of large teacher models into on-device

student models with various types of architectures.

XLSR-wav2vec 2.0
Teacher

Model

Large-scale transformer-based ASR model with

state-of-the-art performance on multilingual ASR.

Five on-device audio classification models
Student RNN-based (LSTM-P), CNN-based (TC-ResNet), using both
Model CNN and RNN (CRNN), containing attention mechanism
(Att-RNN), and a multi-head variant (MHAtt-RNN)



3. Our Method

Brief Overview
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3. Our Method

Training the Teacher Model
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3. Our Method

Extracting the Teacher Attention Maps
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3. Our Method

Extracting the Student Attention Maps
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3. Our Method

Minimizing the Distance between Attention Maps
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3. Our Method

Final Loss
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4.RESULTS AND ANALYSIS

Performance Comparison
FSD50K

Model |wav2vec 2.0|LSTM-P TC-ResNet CRNN Att-RNN MHAtt-RNN

w/o KD| 0.5498 0.1141 0.1814 0.2789 0.2856  0.2647
w/ KD N/A 0.1300 0.1951 0.3053 0.3471  0.3317

MAP performance comparison on the FSD50K dataset, a real-world multi-
label audio event detection dataset, with and without applying our KD loss.



4.RESULTS AND ANALYSIS

Comparing Attention Maps

Noisy Speech Commands v2
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4.RESULTS AND ANALYSIS

Performance Comparison
Noisy Speech Commands v2

L | Model |wav2vec 2.0|LSTM-P TC-ResNet CRNN Att-RNN MHAtt-RNN
w/o KD 90.59 88.73 8/.77 89.96 89.88 89.75

28 w/ KD N/A 89.31 88.08 90.06 91.67 91.75
A5 w/o KD 921.22 85.19 87.60 89.69 90.65 7117
w/ KD N/A 89.08 88.33 90.21 91.98 92.12
Ze w/o KD 20.93 45.27 86.00 88.58 90.88 20.58
w/ KD N/A 85.58 86.85 89.88 91.19 91.67
3 w/o KD 90.95 /8.44 /7.81 88.94 88.81 88.33

w/ KD N/A 82.19 85.79 89.79 90.98 91.79

Test accuracy (%) performance comparison on the Noisy Speech Com-
mands v2 dataset.



5. CONCLUSION

Conclusions and Takeaways
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