
Conclusion

• In this paper, we propose an IFF-Net for noise-robust speech recognition;

• Specifically, we interactively fuse enhanced speech and original noisy 

speech to recover lost information in over-suppressed enhanced speech

• The proposed IFF-Net achieves better performance in noise-robust ASR 

task than the competitive baselines;

• Spectrums indicate that the IFF-Net can indeed alleviate the over-

suppression problem

Introduction

• Speech enhancement (SE) aims to reduce additive 

noise from the noisy speech to improve the speech 

quality for noise-robust automatic speech recognition 

(ASR). However, recent work observed that the 

enhanced speech from SE processing could 

degrade the downstream ASR performance, 

because some important latent information in the 

original noisy speech would be reduced by the SE 

processing together with the additive noise (i.e. over-

suppression problem). 

• Prior study proposed a joint training approach to 

optimize SE and ASR modules together via multi-

task learning strategy, as shown in Figure 1(a). 

However, the over-suppression phenomenon still 

exists since the input information of ASR task only 

comes from the enhanced speech.

• In this paper, we propose an interactive feature 

fusion network (IFF-Net) for the end-to-end ASR 

system to improve its noise-robustness and alleviate 

the over-suppression problem. We learn a fused 

representation from the enhanced speech and noisy 

speech, which acts as the input for the ASR task to 

complement the missing information in the enhanced 

speech. Specifically, the IFF-Net consists of two 

branches to exchange the information between 

enhanced and noisy features. Then, a merge module 

is proposed to merge these two features, in order to 

learn clean speech information from the enhanced 

feature and the complementary information from the 

noisy feature.

Method

IFF-Net (Figure 2) consists of Up/Down Convolutions, Residual Attention (RA) 

Blocks, Interaction Modules and a Merge Module:

⚫ Up/Down Convolution: 2-D convolution, only to increase/decrease the number of 

filters, in order to learn deep features along more dimensions;

⚫ Residual Attention (RA) Block: as shown in Figure 3, use residual block and 

convolution to capture local dependency, and use self-attention block to capture 

global dependency along both time and frequency axis;

⚫ Interaction Module: as shown in Figure 4, mask based architecture, bi-directionally 

exchange information between enhanced and noisy features;

⚫ Merge Module: as shown in Figure 5, mask-based architecture, merge the 

enhanced and noisy features to generate a fused feature for subsequent ASR;

Experiments and Results

We conduct experiments on RATS Channel A corpus (44.3 train data, 0 dB)

• More filters and RA blocks lead to better WER results (Table 1);

• Each component in our proposed IFF-Net yield positive effect on the 

final ASR performance (Table 2);

• IFF-Net has achieved better performance than all competitive baselines, 

with 4.1% absolute WER reduction over the best baseline (Table 3);

• Spectrums of intermediate features (Figure 6) indicate that IFF-Net has 

generated better speech feature for ASR, with richer speech information 

and less noise distortions, compared to the baselines;

• We also observe from Figure 7 that RA block and interaction module 

exchange the enhanced feature and noisy feature, then the merge 

module learn a mask to generate better feature for ASR;
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