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Introduction
n Speaker verification (SV) is a kind of 

biometric authentication that uses one’s 
voice to verify a claimed speaker’s 
identity.

n Domain mismatch (caused by, e.g., 
different microphone types) would 
degrade the performance of SV systems.
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Motivations
Limitations of some state-of-the-art 
domain adaptation methods:
n Only focus on common feature space 

without considering the domain-specific 
components;

n Ignore the difference in label 
distributions.

Objectives of this study:
n Propose a novel framework to 

disentangle domain-invariant speaker 
features and domain-specific features;

n Incorporate domain adaptation directly 
into the training of speaker embedding 
extractor;

n Apply self-supervised learning to 
overcome the label mismatch problem 
without using labels from the target 
domain;

n Introduce a frame-based mutual 
information neural estimator that 
maximize the mutual information 
between the frame-level features and 
input acoustic features to learn 
informative features.
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Results and Discussions

Experimental Setup
Source domain data 𝓓𝒔

n Voxceleb1 dev, Voxceleb2 dev & test set.

Augmented source domain data 𝓓𝒂𝒖𝒈

n by adding noise, babble, and music from 
MUSAN [20] and reverberation from the 
RIR dataset to speech in 𝓓𝒔.

Target domain data 𝓓𝒕

n VOiCES dev set.

Input acoustic features
n 40-dimensional filter bank features 

with a frame length of 25ms at 10ms 
shift;

n using Kaldi energy-based voice 
activity detection (VAD) to remove 
silence frames;

n using small chunks of acoustic 
sequences with a chunk length of 200 
frames for training.

n The proposed frame-based MINE can effectively help extract 
informative features. It can either help extract informative speaker 
embeddings, or help disentangle redundant features from 
speaker features;

n Ignoring the label mismatch problem would degrade performance. 
Applying self-supervised learning can help address this problem;

n The domain adaptation system that considers the domain-
specific features performs better than the system only focus on 
common feature space.


