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1. Introduction

• Essential tremor (ET) is a disorder of the nervous system that causes
involuntary and rhythmic movements that generally appears in people
over 65 years of age, but it can appear earlier, from the age of 40

• Although it can be reflected in any part of the body, this tremor appears
most frequently in the hands, and especially when the subject performs
simple everyday tasks, such as eating, drinking or tying shoelaces.

• Different studies have focused on the automatic analysis of handwritten
data to determine the patterns that allow an accurate diagnosis of this
disease.

• Habitually, few subjects are available to properly train ML/DL models.
Therefore, artificial data is needed to obtain useful models.
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1. Introduction

The digitizing tablet capture the spatial coordinates (x, y), the applied 
pressure of the pen, the azimuth (angle between the pen and the horizontal 
plane), and the altitude (angle between the pen and the vertical axis)
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Fahn, Stanley, Eduardo Tolosa, and Concepción Marín. "Clinical rating 
scale for tremor." Parkinson’s disease and movement disorders 2 (1993): 
271-280.
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2. Previous works

• Traditional methods rely on the calculation of many features and using 
feature selection methods to obtain a classification model.

• These features can be:
• Time related features
• Spatial related features
• Pressure related features
• Dynamic features
• Frequency features
• Nonlinear features such as Entropy, fractal dimension, etc.
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2. Previous works

After a hard optimization 
process, the best results 
are obtained using a 
selection of linear 
features + Permutation 
Entropy, obtaining a final 
accuracy of 96%, using
78 features

López-de-Ipiña, Karmele, et al. "Selection of entropy-based features for automatic 
analysis of essential tremor." Entropy 18.5 (2016): 184.



ICASSP 2022

2. Previous works

After a hard optimization 
process, the best results are 
obtained using SLFCFD with 
MLP, obtaining a final
accuracy of 94.11% using
77 features

Lopez-de-Ipina, Karmele, et al. "Automatic analysis of archimedes’ spiral for 
characterization of genetic essential tremor based on Shannon’s entropy and 
fractal dimension." Entropy 20.7 (2018): 531.
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2. Previous works

Solé-Casals, Jordi, et al. "Discrete cosine transform for the analysis of essential 
tremor." Frontiers in physiology 9 (2019): 1947.

After a hard optimization 
process, the best results for 
the radius method is 85.71% 
and the best results for the 
residue method is 95.92%
Combining both methods, the 
best result is 97.96% combining 
both methods and 7 features (5 
from the residue method +2 
from the radius method)
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3. Data augmentation using EMD

• EMD (Empirical Mode Decomposition): is based on a data-driven 
method that allows decomposing the different time signals into a finite 
number of the so-called Intrinsic Mode Functions (IMFs). 

• Each IMF represents a non-linear oscillation of the original signal
• The number of IMFs depends on the structure of the signal. 
• All the IMFs have to fulfill the following two conditions: 

• The number of maximums has to be the same as the number of 
zero crossings, or at least they have to differ by only one. 

• For any sample, the mean value between the envelope of the local 
maxima and that of the local minima must be zero. 

• A signal is completely restored by adding all its IMFs and the final 
residue: 
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The iterative process to obtain the IMFs from a signal x(t) is as follows:
1. Set s(t) = ri−1(t). Initially, i = 1 and r0(t) = x(t).
2. Detect the local maxima and the local minima of s(t).
3. Interpolate all local maxima & minima to generate the upper & lower envelopes.
4. Obtain the local mean m(t) by averaging the upper and lower envelopes.
5. Get a candidate for IMF by subtracting the local mean m(t) from the signal:

h(t) = s(t) − m(t).
6. If h(t) does not satisfy the IMF's conditions, begin a new loop from step 2, setting:

s(t) = h(t). 
7. Otherwise, h(t) is defined as an IMF: IMFi(t) = h(t).
8. Set ri(t) = ri−1(t) − IMFi(t).
9. If ri(t) is a monotonic function or does not have enough extrema to calculate the upper 

and lower envelopes, then IMFi(t) is the last IMF function of x(t) and the decomposition 
ends.

10. Otherwise, set s(t) = ri(t) and start a new loop from step 2 in order to obtain IMFi+1(t).

3. Data augmentation using EMD
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3. Data augmentation using EMD

• Idea: if one (or more) of these IMFs is replaced by another IMF from 
another previously decomposed signal, using the above formula, a 
different signal could be obtained.

• This new signal will maintain the important characteristics of the original 
ones because it has been generated only by mixing parts of the signals. 
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3. Data augmentation using EMD
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3. Data augmentation using EMD

In this work, we propose the use an LSTM deep learning 
method.

• This is where the need to use a data augmentation method 
arises because the LSTM model must be adjusted 
accordingly.

• We will only use x and y coordinates from the digitizing tablet, 
following the previous work.

• We will use mEMD to simultaneously decompose the x and y
time series.
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3. Data augmentation using EMD

Artificial samples from ET group

Artificial samples from CT group
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4. Experimental results

• The database used in this work is the subset BIODARWO 
from the BIODARW dataset.

• It consists of 51 samples: 24 samples of the essential tremor 
(ET) group and 27 samples of the control group (CT).

• The data available in this database was obtained from a 
Wacom 4 digitizing tablet at a sampling frequency of 100 Hz.

• Among all the possible features collected by the tablet (X 
coordinate, Y coordinate, time stamp, azimuth angle, angular 
angle and pressure), only the X and Y coordinates will be 
used to derive the classification model.
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4. Experimental results

• For the experiment, 50% of subjects were used to train the 
LSTM model and the remaining 50% were used for testing it.

• The LSTM model was trained in three different scenarios:
• Without artificial data
• With 50 new artificial samples per group + the original 

training samples
• With 100 new artificial samples per group + the original 

training samples
• Each experiment was repeated 10 times, with a random 

selection of subjects used for the training step. 
• In each case, the artificial samples were generated using the 

IMFs of the selected training samples. 



ICASSP 2022

4. Experimental results

Input Data
CP

ET

TRAINING 
data

TEST
data

%

I
N
P
U
T

L
A
Y
E
R

B
I
L
S
T
M

L
A
Y
E
R

1

B
I
L
S
T
M

L
A
Y
E
R

2

B
I
L
S
T
M

L
A
Y
E
R

3

B
I
L
S
T
M

L
A
Y
E
R

4

B
I
L
S
T
M

L
A
Y
E
R

5

D
R
O
P 
O
U
T

D
R
O
P 
O
U
T

D
R
O
P 
O
U
T

D
R
O
P 
O
U
T

F
U
L
L
Y

C
O
N
N
E
C
T
E
D

L
A
Y
E
R

SOFT
MAX

LAYER

CLASSIFICATION
LAYER

ET / CT



ICASSP 2022

4. Experimental results

Accuracy, Sensitivity and Specificity of the 
testing diagnosis with respect to the number 
of artificial samples added (AS) 

where TP, TN, FP, and FN are, 
respectively, the true 
positive, true negative, false 
positive and false negative 
values of the confusion 
matrix. 
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5. Discussion and conclusions

• As we can see, artificial samples always allow for increased 
accuracy when training and testing the model. 

• The best accuracy is obtained with 100 artificial samples per 
group, with an improvement in accuracy of more than 9% (from 
83.20% to 92.40%). 

• The sensitivity is also improved in these cases, from 68.18% (no 
artificial samples) to 93.64%, but the specificity slightly 
decreases from 95% (no artificial samples) to 91.43%

• However, sensitivity and specificity are more balanced when 
using artificial data.
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5. Discussion and conclusions

We can see that proposed method is powerful 
• Only using the X and Y coordinates it achieves 92.40% accuracy
• This result is similar to the first two system using 77 and 84 linear 

and non-linear features, respectively, extracted from all the 
available variables generated by the digitizer tablet.

But the result is lower than the 97.96% reported in the third system: 
• This system obtained this result after selecting the best 5 features

over a set of 35 pre-computed linear and non-linear features (in 
time and frequency domains) 

• This best result was obtained after combining the two different 
strategies (residual method and radius method)

Finally, note that we have the advantage of not needing to compute 
features in our LSTM model.
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Thank you very much!


