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From the perspective of the spatial 
d o m a i n ,  G r a p h  C o n v o l u t i o n a l 
Network (GCN) is  essential ly a 
process of iteratively aggregating 
neighbor nodes.
Problems:Current methods using 
simple average or sum aggregation 
may neglect the characteristics of 
each node and topology between 
nodes, resulting in a large amount 
of early-stage information lost 
during the graph convolution step. 

Our AA-GCN model comprise three 
blocks: feature extraction, graph 
adaptive attention mechanism, and 
capsule dynamic routing classification.

Feature Extraction   We present an 
attention mechanism combined with 
graph propagation and capsules to 
generate capsule nodes to capture 
moregraph attribute features.

Adaptive Attention   We present a 
graph adaptive attention mechanism to 
make the model pay more attention to 
the related nodes and spatial domain 
information of some supernodes.

Dynamic Routing   We designed this 
block for graph classification.The 
primary capsule outputs to the capsule 
layer  through the  graph adapt ive 
attention mechanism module

In this work, we propose  capsule 
graph neural network based on an 
adaptive attention mechanism to 
tackle the potential loss of relevant 
node information caused by graph 
convolution operations. Experiments 
show that our model  can learn better 
feature representat ion for  graph 
classification .
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