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Motivation
Listening tests: evaluate speech synthesis systems, e.g. text-to-speech (TTS), voice conversion (VC).

Drawbacks:

1.Expensive: Costs time and money.
2.Context-dependent: numbers cannot be meaningfully 
compared across different listening tests.

Subjective
test

Mean opinion score (MOS) test:
Rate quality of individual samples.
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Motivation
Automatic speech quality assessment: predict human ratings using data.

Drawback: Bad generalization ability to unseen systems 
and listening tests.

Automatic
test

Data-driven MOS prediction
Based on deep learning
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Research Questions

• What can help to improve generalization ability?
• A large and diverse training dataset?
• Data augmentation?
• Self-supervised learning (SSL) based speech models?
• Fine-tuning on a small amount of target-domain data?

• What types of unseen conditions are the most difficult for MOS 
prediction?
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Datasets
• BVCC: English TTS and VC systems spanning over a decade, collected 

from past Blizzard Challenges, Voice Conversion Challenges, and ESPnet-
TTS.  Main (in-domain) dataset.
• Out-of-domain (OOD) datasets:
• ASV19: English samples from a variety of state-of-the-art TTS and VC systems for 

the ASVSpoof Challenge in 2019.
• BC19:  Chinese TTS samples from the Blizzard Challenge 2019 
• COM18:  Japanese TTS combining four different acoustic models and four 

different vocoders in 2018. 
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Training/development/testing splits

• Training/development/testing
splits were chosen to match 
the overall distribution of 
scores as closely as possible 
for each dataset
• Unseen speakers, systems, 

listeners, and texts were held 
out for each development and 
test set where possible
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• BVCC (in-domain): 
Training/Validation/Test

70%  /     15%     /  15%
• OOD:

Fine-tuning/Validation/Test
33%      /    33%      /  33%



Experiments
• MOSNet trained on BVCC
• Fine-tune SSL models for the MOS prediction task using BVCC
• Zero-shot and fine-tuned MOS prediction performance on OOD 

datasets
• Evaluation metrics:
• Mean squared error (MSE): Absolute difference between actual and predicted 

MOS
• Linear Correlation Coefficient (LCC): Simple correlation
• Spearman Rank Correlation Coefficient (SRCC): Ranking-based correlation
• Kendall Tau Rank Correlation (KTAU): Ranking-based correlation that is more 

robust to errors
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Experiments: MOSNet trained on BVCC
• MOSNet: a CNN-BLSTM architecture for MOS prediction 
• Experiments:

• Zero-shot performance of MOSNet pretrained on VCC2018
• Train MOSNet from scratch on BVCC
• Fine-tune pretrained MOSNet on BVCC
• Fine-tune pretrained MOSNet on BVCC + silence augmentation
• Fine-tune pretrained MOSNet on BVCC + speed augmentation
• FIne-tune pretrained MOSNet on BVCC + both augmentations

“MOSNet: Deep Learning 
based Objective Assessment 
for Voice Conversion” (Lo et 
al., Interspeech 2019)
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• Training from 
scratch on BVCC was 
worse than simply 
using the pretrained 
model!

• BVCC has a smaller 
number of audio 
samples in total 
than VCC2018 (but 
with more ratings 
per sample).  -> not 
enough data!
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• Fine-tuning the 
pretrained model 
gives a large jump in 
performance10
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• Using both kinds of 
data augmentation 
improves even more11



Experiments: Fine-tune SSL using BVCC

• Really simple fine-tuning of pretrained Fairseq models for the MOS 
prediction task

Input audio

Pretrained
SSL

Frame vectors

Mean 
pooling

Pooled vector

Linear MOS

w2v_small 
libri960_big
w2v_vox_new 
w2v_large
xlsr_53_56k 
hubert_base_ls960 
hubert_large_ll60k 

https://github.com/pytorch/fairseq 12



Experiments: Fine-tune SSL using BVCC

Best results
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Experiments: Fine-tune SSL using BVCC

Third best 
model on the 
dev set.
XLSR was 
pretrained on 
multilingual 
data.
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Experiments: OOD

• We picked the best and most interesting models trained/fine-tuned on 
BVCC in the previous experiments and analyzed their generalization ability
• MOSNet: 

• Pretrained on VCC2018
• Fine-tuned to BVCC 
• Fine-tuned to BVCC + two kinds of data augmentation

• SSL fine-tuned to BVCC:
• w2v_small
• w2v_large
• xlsr (multilingual)

• 2 generalization scenarios:
• Zero-shot: OOD data is completely unseen
• Fine-tuned using the fine-tuning set of the OOD data
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Experiments: OOD

MN PT = MOSNet 
pretrained

MN FT-BVCC = 
pretrained MOSNet 
fine-tuned on BVCC

MN FT + aug = 
pretrained MOSNet 
fine-tuned on data-
augmented BVCC
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Experiments: OOD
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Analysis of difficulty of unseen categories
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Conclusions
• A large and diverse training dataset can help to improve MOS prediction 

• In the case where pretrained models are finetuned.
• Although our dataset had broad coverage of different synthesis methods, it was not 

enough data to train MOSNets from scratch.
• Data augmentation can help to improve automatic MOS prediction

• But only for smaller models like MOSNet. 
• Data augmentation did not improve SSL-based models.

• Self-supervised learning (SSL) based speech models can be successfully 
finetuned for the MOS prediction task
• And they can also generalize well to new listening tests with further finetuning using 

only a small amount of OOD data.
• Unseen systems are the most challenging category for MOS predictors to 

predict.
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The VoiceMOS Challenge 2022
• Accepted as a special session at Interspeech 2022!
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