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Background

Image Captioning Task

What is Backdoor Attack?

• Hide the malicious behavior while training a DNN

• DNN behaves normally on clean inputs

Attacker-specified behavior 

on any input with trigger

A man skiing down the snow covered

mountain with a dark sky in the background.



Method

• Attacker’s Goal

• Stealthiness: For clean sample: Generate reasonable captions

• Effectiveness: For poisoned sample: Generate attacker-specified caption

• Main Idea

• Present an object-based method to craft poisons.

• Add trigger into the detected object region in the image.

• Attacker’s Capability

• Has access to the whole training samples

• Has no access to model construction / training process
Attacker Infected DNN

Poisoned

Training set



Method

• Design Overview

(a) Poisoning Stage

you are under attack

you are under attack

you are under attack

you are under attack

… …

some people wander past a 

wall covered in graffiti

a little boys is enjoying a 

blue lollipop

an army squad have a 

conversation with a troop

a woman wearing a red skirt 

is throwing a ball into the 

air

a man in a skirt is jumping 

while juggling knives

(b) Training & Inference Stage
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a man with a shovel 

prepares fire for cooking



Method

Trigger Generation

Object Detection 

Iterative Poisoning
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Experiment-Setup

• Evaluation Metrics

➢ Captioning Quality: BLEU-1, BLEU-2, BLEU-3, BLEU-4

➢ Backdoor Stealthiness: False Triggered Rate (FTR)

➢ Backdoor Effectiveness: Attack Success Rate (ASR)

• Benchmark

Fixed attacker-chosen caption: “you are under attack”

• Object Detector

YOLO-v3 pretrained on MSCOCO dataset

• Victim Model

Show-Attend-and-Tell



Experiment-Performance

Stealthiness

&

Effectiveness



Conclusion

◼ We prove the feasibility of inserting backdoor into image captioning model by data poisoning method.

◼ We propose an object-detection-based poison crafting scheme, which acquires object regions in the 

image first, and then iteratively conducts modification on each region with a modification matrix 

generator.

◼ We give the definition of evaluation metrics for backdoor attack against image captioning, and 

experiments results on benchmark datasets verify the effectiveness of the proposed attack. 
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