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Background

• Graph convolutional networks (GCNs) continue to

suffer from oversmoothing - performance reduction

with an increasing number of layers.
• We introduce a simple yet effective idea of feature

gating over graph convolution layers to facilitate

deeper graph neural networks and address

oversmoothing.

• The proposed feature gating is easy to implement

without changing the underlying network architecture

and is broadly applicable to GCN and almost any of

its variants.

• We demonstrate the use of feature gating in

assigning importance to node features and the nodes

for the node classification task.

• The graph convolution layer is defined as:

𝐇 𝑙+1 = 𝜎 ෩𝐏𝐇 𝑙 𝐖 𝑙 , where ෩𝐏 = ෩𝐃−1/2෩𝐀෩𝐃−1/2

• Such a  fixed polynomial filter ෩𝐏𝐾𝒙 converges to a 

distribution that is distant from the input feature x and 

hence, incurs vanishing gradients.

• Let 𝑑ℳ(𝐇):= inf{ 𝐇 − 𝐘 𝐹 |𝐘 ∈ ℳ} denote the 

distance between 𝐇 and ℳ.

• For any initial value 𝐇 0 , the output of 𝑙𝑡ℎ layer 𝐇 𝑙

satisfies 

𝑑ℳ 𝐇 𝑙 ≤ 𝑠𝜆 𝑙𝑑ℳ(𝐇 0 )

• Here, 𝑠 and 𝜆 are the maximum singular and eigen 

values of the weight matrix 𝐖 and  is the 

normalised laplacian matrix ෩𝐏, respectively.

• For,  𝜆 = 1, we can have 𝑠 ≥ 1 and for 𝜆 ≠ 1, 

the sweet spot falls in the range 1 ≤ 𝑠 ≤ 𝜆−1 .

• Combining initial residual and identity mapping:

𝐇 𝑙+1 = 𝜎 𝛼𝑙෩𝐏𝐇
𝑙 + 1 − 𝛼𝑙 𝐇

0 1 − 𝛽𝑙 𝐈 + 𝛽𝑙𝐖
𝑙

• Feature gating in GCN:

𝐇 𝑙+1 = ෩𝐏 𝜙(𝐇 𝑙 𝐖 𝑙 ) ⊙ 𝜎(𝐇 𝑙 𝑮 𝑙 )

• GCN-IR-FG:

𝐇 𝑙+1 = 𝛽𝑙 ෩𝐏 𝜙(𝐙 𝑙 𝐖 𝑙 ) ⊙ 𝜎(𝐙 𝑙 𝑮 𝑙 ) + (1 − 𝛽𝑙) ෩𝐏𝐙 𝑙 𝐈

such that, 𝐙 𝑙 = 1 − 𝛼𝑙 𝐇
𝑙 + 𝛼𝐇 0

• For 𝑤𝑖𝑗 in 𝐖 𝐥 and 𝑠𝑖𝑗 in 𝐒 l = σ(𝐇 l 𝐆 l ), we have.

1. Node feature importance (ℐ𝑛,𝑚) :The importance of 

the 𝑚𝑡ℎ feature of the 𝑛𝑡ℎ node can be obtained as 

follows

ℐ𝑛,𝑚 =෍

𝑗=1

𝐹

𝑤𝑚𝑗𝑠𝑛𝑗

2. Node importance (ℐ𝑛) : The importance of an 𝑛𝑡ℎ

node can be obtained as follows

ℐ𝑛 =෍

𝑗=1

𝐹

𝒘𝑗 2
𝑠𝑛𝑗

Here, 𝒘𝑗 = [𝑤1𝑗 , 𝑤2𝑗 , … , 𝑤𝑑𝑗]

Test accuracy and standard deviation over 50 random 

initializations.

Performance analysis with increasing number of layers
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