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Introduction Analysis Results and Conclusion

● We propose a deep learning based framework called

Lighting Estimation and Relighting for

Photometric Stereo (LERPS) designed to jointly

perform the following tasks.

(a) Lighting estimation

(b) Image relighting

(c) Per-pixel surface normal estimation

● During training, the network uses multiple differently lit 

images of an object one at a time.  

● Inference is performed using just a single image. 

Fig. 1 Detailed architecture of LERPS framework.

Method

Fig. 2 Learned feature visualization.
● We use a combination of cross entropy loss, GAN

loss, L1-loss (over image and gradient image), and

feature matching loss for training the network.

● Feature Matching Loss:
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𝐼𝐹1and 𝐼𝐹2 are geometric features of two input images 𝐼1
and 𝐼2 of the same object under different lightings.

• The light space (the upper

hemisphere) is characterized

by azimuthal angle: 𝜙 ∈
[0∘, 180∘] and elevation angle:

𝜃 ∈ [−90∘, 90∘].
• We divide the light space

into 𝐾𝑑 = 36 bins.
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● The network explicitly segregates global geometric

features and local lightingspecific features of the

object from a single image.

● The local features resemble attached shadows,

shadings, and specular highlights, providing valuable

lighting estimation and relighting cues.

● The global features capture the lighting-independent

geometric attributes.
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