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Motivation

• In spoken dialogue system, user may ask a question:
“ok do they deliver food?”
• Knowledge access is required to search for answer in knowledge base

• Challenge: Query contains automatic speech recognition (ASR) errors
• “ok do they delver food”

• ASR errors can deteriorate accuracy of language understanding
⇒Require a robust knowledge access towards ASR errors



Tasks

Knowledge Turn Detection 
(KTD)

Knowledge selection (KS) with 
knowledge access

Part of the DSTC10 challenge
Kim et. al. 2022. DSTC10 Track Proposal: 
Knowledge-grounded Task-oriented Dialogue 
Modeling on Spoken Conversations. In DSTC10
Workshop @ AAAI



Challenge and proposal

• Training dialogues are in written style without ASR errors
• Dev set only has 263 dialogues containing ASR errors (not enough data)
• Knowledge selection by brute force can be time consuming: P(y=1|context, 

kj) for all possible knowledge kj in knowledge base

Proposal:
• Generate more noisy training data from clean data via ASR error simulator
• Pre-select promising clusters via knowledge cluster classification
• Re-ranking knowledge titles in promising clusters



ASR error simulator

• Obtain word confusion pairs from ASR confusion:
• “okay do they (delver|deliver|delo|over|lover|del|dolo)?”

• Perform letter-letter alignment among word candidates
• d e l * v e r
• d e l i v e r

• Estimate P(t | s, i) for substitution, deletion, insertion errors
• Randomly replace/insert letters in a clean word to obtain a noisy word:



Proposed knowledge cluster classifier
A double-headed model

Huggingface model name:
wilsontam/bert-base-uncased-dstc10-
knowledge-cluster-classifier

Source code:
https://github.com/yctam/dstc10_tra
ck2_task2



Knowledge clustering

• Similar titles appear in knowledge base
• Goal: Group similar knowledge titles 

• provide automatic label for knowledge cluster 
classification

Proposal: 
• Train a Q-A Bert cross-encoder to validate if a 

title-body pair is valid
• Iterative merge clusters via title-body 

validation



Title-body validation

• 2-class classification
• Positive example from knowledge base:

• Entity: comfort inn by the bay hotel san francisco
• Title: are there any wifi at the site?
• Body: free wifi is available at the [comfort inn by the bay hotel san Francisco] hotel

• Negative sample via random sampling of knowledge titles from the same 
entity (assuming titles are mostly unique within an entity)

• Entity: comfort inn by the bay hotel san francisco
• Title: are there any wifi at the site?
• Body: no, non-smoking rooms

Replace entity as hotel



Bert-based knowledge validation

• Huggingface model name: wilsontam/bert-base-uncased-dstc10-kb-title-body-validate

Bert

[CLS] are there any wifi at the site [SEP] no, non-smoking rooms [SEP]

h[CLS] (title-body) representation

Binary classifier

Y = False



Validate & merge two clusters

Title: do you offer wifi
services

Body: wifi is available free of 
charge at the hotel

[CLS] are there any wifi at the site [SEP] wifi is available free of charge at the hotel [SEP] -> True

[CLS] do you offer wifi services [SEP] free wifi is available at the hotel [SEP] -> True

Title: are there any wifi at the 
site

Body: free wifi is available at 
the hotel

# of positive prediction = 2
# of cross title-body pairs = 2

Positive % = 100% > threshold 
=> merge



Proposed system workflow for evaluation

Our focus Titles in promising 
knowledge clusters

Entity candidate IDs



Experimental setup

• Official DSTC10 dev set for dev & devtest (1:1 split) as noisy data (263 
dialogues)

• DSTC9 evaluation data excluding DSTC10 portion as clean data (3867 
dialogues)

• Knowledge titles as the last turn for training (12k title-body pairs)
• Apply ASR error simulation on clean dialogues & knowledge titles to 

generate noisy training set for knowledge cluster classifier training
• Official DSTC10 test set for test evaluation (ASR word error rate is 

about 24%, 1988 dialogues)
• Metrics: F1, Recall@{1,5} Mean reciprocal rank (MRR@5)



Dev & Devtest results

• Observation: Large number of training steps are required for better 
performance (LM weight > 0)

• On-the-fly ASR error simulation provide more variety for robust training



Official DSTC10 evaluation results



Conclusion & future work

• ASR error simulation is effective
• Knowledge clustering enables fast knowledge retrieval

Future work:
• Compare with different ASR error simulators
• Apply ASR error simulator on dialogue state tracking
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