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News Reading Comprehension

• Question:
Where is Brittanee Drexel from?

• Article:
The mother of a 17-year-old Rochester, New York, high school student who 

vanished over the weekend on spring break in Myrtle Beach, South Carolina, says 
she did not give her daughter permission to go on the trip… Brittanee Marie 
Drexel's mom says she thought she was at the beach in New York, not South …
• Answer:

Rochester, New York



Challenges

• 1) News articles usually are long while the maximum input length 
of state of the art question answering (QA) models such as BERT 
[2] and RoBERTa [3] is limited to 512.

• 2) To answer a question, one need to synthesize information 
across different parts of an article [4, 5].
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Related works: Sliding Window Technique



Related works: Coarse-to-Fine Paradigm

(Ding et al., 2020) (Choi et al., 2017)



Related Works: Sparse Attention Mechanism

(Beltagy, Peters
and Cohan, 2020)



How People Read Long-Form Article?

• 1) Read the long article segment by segment.

• 2) Focus on question aspects only and measures to which extent 
question aspects are covered by each segment. 

• 3) Re-considerate the question and the question-related context 
to decide the answer.



Model: Question-Oriented Propagation Network



Model

• Context Encoding Module

•Multi-step Reasoning Module

• Answer Prediction Module



Context Encoding Module

• Given a question Q and a article P, we first 
split the article into small non-overlapping 
K segments. Then,



Multi-step Reasoning

• Question-Oriented Information Interaction
Adopt a token-wise multi-head self-attention mechanism

• Gate-Based Information Fusion
Use a gating mechanism to selectively incorporate the global question-focused information 

representations

• Question-Guided Information Propagation   
Spread the gated fusion representations to the corresponding question-aware segment  

representations. 



Answer Prediction Module

The training loss function:

The probabilities of the start and end positions of an answer span:



Advantages:

• 1. Take the whole article into consideration and jointly learn to 
find question-related clues and make inference over them 
implicitly.

• 2. Does not rely on hand-designed patterns and directly aims at 
question-focused information.



Experimental Datasets & Evaluation Metrics

Evaluation Metrics:  EM, F1 and  IOU



Experimental Results



Experimental Results



Results on much longer-context QA benchmark

Performance on the Quasar-T test set.



Analysis



Conclusion

• Summary
1) Propose a question-oriented propagation network model

2) Achieve new state-of-the-art performances on challenging machine comprehension 
datasets

• Future work
1)  Query-focused Multi-document Summarization (either extractive or abstract)

2) Long-text Matching
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