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Architecture and Loss function

Augmenting Molecular Deep Generative Models 
with Topological Data Analysis Representations 

• Deep generative models in computer vision and natural language  
have inspired research in molecular generation. 

• Popular input representations for molecules are strings and 2D 
graphs.  

• Ignoring 3D positions of atoms during generation discards 
valuable information connected to their structure and target 
properties. 

• Goal: Can we encode 3D information robustly and efficiently?

Core idea

• Leverage persistent homology, a tool in Topological Data Analysis 
(TDA) to extract translation, rotation, and node permutation 
invariant, global 3D shape information about molecules. 

• Learn a more informative latent representation of molecules by 
encoding and decoding both SMILES and TDA representations 
(persistence images). 

• Use the latent space enhanced with this information to generate 
higher quality (novel, valid, geometrically consistent) molecules.

TDA: Analyzing the shape of data

• Represents global topological information and is robust to 
coordinate system used to represent molecules. 

• Not overly sensitive to noise, helping generalization in real-world 
scenarios where molecules exhibit conformational dynamics. 

• Persistence images are vector representations that can be pre-
computed offline for efficient incorporation into ML models.

Empirical results

TDA-augmented VAEs better capture both atom and ring counts

Latent spaces of TDA-augmented VAEs 
better encode the structural information
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