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Introduction

Automatic Speech Recognition (ASR)

● End-to-end ASR is a seq-to-seq task that transcribes human speech

● Real-world speech samples are often contaminated with background noise(s)

Automated Audio Captioning (AAC)

● Generate natural language descriptions of contents in audio samples

● AAC, together with ASR, provides a holistic understanding and better interpretability of audio

● Such integration can improve the video viewing experience for the hearing impaired

Mic testing!
ASR Mic testing!

AAC Male speaks and birds chirp while 
music plays in the background



Overview
Motivation

● The ASR model’s ability to adapt to various background sounds determines its performance in 

noisy environments. This makes both ASR and AAC tasks interdependent
● Both tasks are audio-to-text generation tasks

Challenge: lack of an audio dataset containing both transcription and caption labels

Contribution

● Present the first attempt to jointly model ASR and AAC as a multi-task problem

● Prepare a synthetic multi-task dataset: combine clean speech and captioned non-speech samples

● Propose joint modeling approaches that outperform independently trained models



Multi-task Dataset Synthesis

● Synthetically mix transcribed clean speech with captioned non-speech samples

● Datasets for ASR: WSJ, LibriSpeech etc. and for audio captioning: AudioCaps, Clotho etc.

● In this work, we mix WSJ (37k samples) and AudioCaps (46k samples from YouTube)

● Notes:

○ Captioned audio may contain speech, so remove them (~20k samples)

○ Look for substrings “speak” or “talk” (takes care of “speaks”, “speaking”, “talks”, “talking” etc.) 

in an audio caption (e.g. “adult male begins speaking followed by muffled sound”)



Audio Mixing Process
● Randomly pick a clean speech       and a non-speech 

● Normalize their amplitudes to [-1 1] range to get         and 

● Mix using a scalar mixing weight: 

● Here,      controls the amount of background sounds

  :     0.1            0.2            0.4             0.6            0.8

3 sec 9 sec

randomly select a 3 sec 
segment for mixing



Independent Modeling

ASR-only

● Typically a Transformer based encoder-decoder framework (recently based on RNN Transducers)

● Optimized using both CTC loss and attention loss
● Integrated with pretrained language models during inference (but not considered in this work)

AAC-only

● Also based on a Transformer based encoder-decoder framework

● Cannot use CTC loss due to lack of temporal alignment between audio and its caption



Proposed Joint Modeling Approaches
1. Cat-ASR-AAC and Cat-AAC-ASR: concatenate ASR and AAC word sequences

2. Dual-decoder: have a separate decoder for ASR and AAC word sequences



Concatenating Output Sequences
● Similar to previously studied serialized output training  [Kanda, N., Gaur, et. al. 2020]

● Concatenate word sequences of ASR and AAC using a separation token

● Concatenate word sequences in reverse order

Kanda, N., Gaur, Y., Wang, X., Meng, Z. and Yoshioka, T., 2020. Serialized output training for end-to-end overlapped speech recognition. INTERSPEECH 2020



Concatenating Output Sequences: Drawbacks

● Inference may be difficult because of increased length of output sequence

● Cannot use CTC loss due to loss of temporal alignment

● Decoder learns distribution of ASR and AAC token transitions, but they need not be correlated



Dual Output Decoding

● Have a separate decoder for each of ASR and AAC word sequences

● Assumes conditional independence given input features and model parameters

● Allows use of the CTC loss to be integrated (linearly interpolated) with attention loss



Experiments

● Synthetic dataset is obtained by mixing 37k WSJ samples and 26k non-speech AudioCaps samples

● Five choices for scalar mixing weight: 37k x 5 = 187k total training samples

● Dev+Eval sets of WSJ: ~800 samples are mixed with an unseen set of AudioCaps: ~600 samples

● Independent and joint models are trained on entire training set, and tested for each mixing weight

● Architecture: Transformer encoder (12 layers) and decoder (6 layers) with 4 attention heads

● ASR metrics: CER, WER (lower is better)

● AAC metrics: CIDEr, SPICE, SPIDEr (higher is better)



Overall Performance Without CTC on Eval-split



Performance for Each Mixing Weight



Testing with Real-world Noisy Speech

http://www.youtube.com/watch?v=8hSarhQXJbg&t=30


Conclusion

● ASR and AAC are interdependent and both tasks generate coherent word sequences

● Proposed a process of synthesizing a dataset with both speech transcript and audio caption labels

● Also proposed joint modeling approaches that can outperform independently trained models

● Checkout: https://chintu619.github.io/Joint-ASR-AAC/ for synthetic dataset creation

● Now looking into annotating our own dataset with both transcription and captioning labels

https://chintu619.github.io/Joint-ASR-AAC/

