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Abstract
Unsupervised clustering on speakers is becoming increasingly important for its potential uses in semi-supervised learning. In reality, we are often
presented with enormous amounts of unlabeled data from multi-party meetings and discussions. An effective unsupervised clustering approach
would allow us to significantly increase the amount of training data without additional costs for annotations. Recently, methods based on graph
convolutional networks (GCN) have received growing attention for unsupervised clustering, as these methods exploit the connectivity patterns
between nodes to improve learning performance. In this work, we present a GCN-based approach for semi-supervised learning. Given a pre-
trained embedding extractor, a graph convolutional network is trained on the labeled data and clusters unlabeled data with “pseudo-labels”. We
present a self-correcting training mechanism that iteratively runs the cluster-train-correct process on pseudo-labels. We show that this proposed
approach effectively uses unlabeled data and improves speaker recognition accuracy.
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➢ Utterances are first fed into feature extractors to
obtain speaker embeddings.

➢ An affinity graph is constructed to perform clustering.

➢ The cluster results with pseudo-labels are applied to
re-training the deep speaker embedding extractor.

The Semi-Supervised Speaker Recognition Pipeline 

⚫ GCN-based Clustering ⚫ Label Noise Optimization 

GCN-based Semi-Supervised Learning

Datasets and Experimental Results

Comparison of speaker clustering Performance comparisons of semi-supervised 
learning-based speaker recognition

⚫ We use VoxCeleb1 to represented a small amount of labeled data and use VoxCeleb2
to represented large amounts of unlabeled meeting data.

⚫ We train the speaker network on a labeled VoxCeleb1 set to extract speaker
embedding.

⚫ In speaker clustering experiments, we randomly select three test groups from the
VoxCeleb1 test set with three, six, and nine speakers.

⚫ In semi-supervised speaker recognition experiments, the VoxCeleb2 development set
are randomly shuffled and sampled into 666 meetings without overlapped identities.
The number of speakers in the meeting data ranges from two to ten.

Summary

⚫ We provide a novel approach to improve speaker
recognition by leveraging large amounts of
unlabeled data. Pseudo-labels are generated from
cluster predictions on unlabeled data.

⚫ Experimental results show that GCN-based clustering
outperforms the existing clustering methods, and the
results demonstrate its effectiveness in semi-
supervised learning.

⚫ When combining the clustering method with label
de-noising processing, this system achieves
comparable results compared to fully-supervised
training on the Voxceleb1 and Voxceleb2 datasets.

⚫ We conclude that the GCN-based clustering method
is an effective method to provide insights into the
practice of speaker recognition with unlabeled data.
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➢ STEP1: Affinity Graph Construction
➢ STEP2: Cluster Proposal Generation
➢ STEP3: Cluster Detection
➢ STEP4: Cluster Segmentation
➢ STEP5: De-Overlapping
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