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Figure 2: The overview of curvature-aware adversarial training. 

 To defend against universal adversarial perturbation, we
propose a curvature-aware adversarial training framework.

 We generate category-oriented adversarial mask with 
cumulative momentum.

 We split the min-max optimization loops of adversarial training
into two parallel processes to reduce the training cost.

 Adversarial training methods defend against universal 
adversarial perturbation (UAP) by injecting correspon-
ding adversarial samples during training.

 Training with UAP inevitably includes excessive pert-
urbations related to other categories.

 High training cost hinders the application of adversarial
training.

 Observation

 Challenges & Solutions

 Excessive perturbations of training samples
Solution: Category-oriented adversarial mask

 Local positive curvature of decision boundary
Solution: Curvature-aware adversarial training

 High training cost
Solution: Splitting the min-max optimization loops

 Training with UAP will 
cause more erroneous 
predictions with larger 
local positive curvat-
ure.

 The geometric argum-
ent demonstrate the 
excessive perturbations. 

Figure 1: Geometric illustration 
of curvature during adversarial 
training. 

Table 1: Geometric arguments of adversaries on CIFAR10.

 Framework

 The training process include two
parallel stages.

 We can generate CoAM for the
next epoch in advance.

Table 2: Comparison of robust distance and training cost. Table 3: Accuracy (%) comparison on CIFAR-10. 

 We analyze the geometric arguments of adversaries in existing adversarial training on CIFAR10.
 We propose a curvature-aware adversarial training framework which trained with CoAM.
 We utilize a parallel training method by splitting the min-max optimization loops of adversarial training to

reduce the training cost.


