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INTRODUCTION:
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G Dysarthria and Severity Level

a Problem: Challenges of Dysarthric ASR

e Aim of this project

e Solution: Dysarthric Speech Augmentation/Synthesis
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INTRODUCTION:
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O 8 Dysarthric: 5 males, 3 females

L 7 control: 4 males, 3 females
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INTRODUCTION:
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G Required Parameters: Pitch, Duration, Energy, Pause, Severity level

a Aim to improve multi-speaker end-to-end TTS systems to synthesize dysarthric speech

e Advantages of this work?

e Evaluation: DNN-HMM based ASR models and audio samples at our demo page
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USING MULTI-TALKER NEURAL TTS TO SYNTHESIZE SPEECH:

O Adjusted Model:

L Contains 4 feed-forward transformer blocks in
the encoder and decoder.

L The decoder generates an 80-dimensional
mel-spectrogram from hidden state.

O The size of phoneme embedding is 256.

O Trained the adjusted model with a GeForce
RTX 2080 Ti.

] Predictors:

[ 2-layer 1D-convolutional network

O Each followed by a normalization and a
dropout layer,

O An extra linear layer to project the hidden
states into the output sequence.

Pitch Predictor
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An overview of the proposed architecture
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USING MULTI-TALKER NEURAL TTS TO SYNTHESIZE SPEECH:
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O Dysarthric Severity Predictors: ouput

O 2-layer 1D-convolutional network
O Each followed by the layer normalization and a T

dropout layer, Severity Level Prediction SEVTW Level embedding
L An extra linear layer to project the hidden states into T

the output sequence. Severity Level Predictor

]
Mel mask  Severity Level target or
Severity Level control coeff.
Encoder Output

An overview of Dysarthric Severity Predictors
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USING MULTI-TALKER NEURAL TTS TO SYNTHESIZE SPEECH:

Input text: “We would like to paly volleyball”

Synthetized Spectrogram

I.I.fl.

Synthetized Spectrogram Synthetized Spectrogram

Energy
En.e gy
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Severity level: 0.0 (Normal) BENEHLY le\ézi:yll.{?‘i(;ignll);\nngd el of Severity level: 2.0 (Moderate)

Effect of dysarthria severity coefficients in synthesizing dysarthric speech for speaker MC04

Demo page: https://mohammadelc.github.io/SpeechGroupUKY/
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https://mohammadelc.github.io/SpeechGroupUKY/

EXPERIMENT FOR DYSARTHRIC SPEECH RECOGNITION:

O Exp.1 included augmented speech across 3

i s = "

severities with pause insertion. The prosody coefficients for synthesizing dysarthric speech in the

. _ two experiments
O Exp.2 included augmented speech across severity,

) ) Coef. Baseline Exp.1 Exp. 2
pause, pitch, energy, and duration. Pitch - 10 (01,0612 175
O For ASR, Pytorch-kaldi is used to the train model. Energy - 1.0 [0.1,1.0,2.0]
O A licht Gated R Unit (LGRU b Duration - 1.0 [1.0,1.3,1.6,18]
ight Gate ecurrent Unit (li ) architecture Severity level - [0.0,1.0,2.0] [0.0,1.0,2.0]
is implemented with fMLLR transformed features. Pause insertion - Yes Yes
Total utterance ~ 16000 ~ %3 ~ =10

O For testing, a leave-one-speaker-out cross-

validation procedure was applied.
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RESULTS AND DISCUSSION:

i s = "

U In the first experiment that only used severity
synthesis and pause insertion, the synthesized = WER of each test speaker for the two augmentation experiments

speech used for augmenting ASR training

N . WER (%
improved from 44.5% to 41.6%. Sf:.,:lt} ;;; Baselime  Exp. 1 ;:1; 2 2] 23]
] FO4 16.8 16.3 145 183 13.1
O In the second experiment, average WER Verylow — 03 100 127 107 182 177
performance across all speakers improved from Low FO3  46.6 393 368 442 391
44.5% to 39.2%. FO1 583 524 504 715 396
MO1 554 51.3 50.3  69.3 62.2
L On average, the first and second experiments Moderate MO02 44 43.1 384 709 420
reduced WER by 6.5 %, 12.2% with the respect to M04  65.8 64.2 62  79.9 69.0
the baseline. MO5 582 536 496 772 626
Overall Average 445 41.6 39.2 56.2 433
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RESULTS AND DISCUSSION:
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O This table shows that augmentation using

synthetic speech at three dysarthria levels with WER of each severity level for the two augmentation experiments.
pause insertion improved the WER of each
severity level on average except for the group Severity Improvement
ith the 1 ; y baseline Exp.1 Exp.2
with the low severity. level Exp.l Exp.2
" . . . Very Low 138 145 126 -47% 9%
Augmentation using synthetic speech at three Tow 166 393 68 739 219

severity levels plus pause insertion, further
varying energy, pitch, and duration improved
WER across all severity levels.

Moderate 56.3 52.9 50.1 6% 11%
All 44.5 41.6 39.2 6.5% 12.2%
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CONCLUSION:
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(d Main contribution: Adding a dysarthria severity level coefficient and a pause insertion model to

synthesize dysarthric speech for varying severity levels.

(d Result: A DNN-HMM ASR model trained on additional synthetic dysarthric speech achieves

WER improvement of 12.2% compared to the baseline.

 For the future: we intend to combine the all dysarthric dataset to have more data with aligning
their severity categories and also try Zero-shot learning to enrich speaker in different severity

groups.
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