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ABSTRACT

This paper studies the problem of discrete super-resolution.
Existing stability guarantees rely on the fact that certain sep-
aration conditions are satisfied by the true support. However,
such structural conditions have not been exploited in the cor-
responding algorithmic designs. This paper proposes a novel
Bayesian approach based on the model aggregation idea that
can generate an exact sparse estimate, and maintain the re-
quired structures of the support. The proposed method is
implemented within the MCMC framework and empirically
provides better support recovery than available algorithms.
Index Terms — Exact support recovery, discrete super reso-
lution, model aggregation, MCMC algorithm

1. INTRODUCTION

The problem of super-resolution finds important applications
in a wide range of areas including imaging [1–3], astron-
omy [4] and radar [5], to name a few. The fundamental goal is
to estimate the signal of interest from its noisy low-frequency
measurements. In this paper, we adopt the basic assumption
that the target signal is sparse and aim to exactly recover the
support. There are two lines of work differing on whether the
support lies on a pre-defined grid. We take the on grid model
in [6–9] instead of the gridless one which always induces spu-
rious spikes to the best of authors’ knowledge [10–14].

The discrete super-resolution problem belongs to the
classic underdetermined linear regression [15] but with a de-
terministic Fourier-type measurement matrix. In statistical
literature, recovering the support also refers to the problem of
variable selection or model selection [16]. A large number of
methods have been proposed in relevant contexts from both
frequentist and Bayesian viewpoints. Existing frequentist
methods impose deviation constraints like basis pursuit [17],
or include structural penalizations like LASSO [18], or apply
the maximum likelihood principle like SPICE [19].

The Bayesian approaches, on the other hand, can be
roughly classified into two categories [20]: spike-and-slab
priors (two-groups model) and global-local shrinkage priors.
The family of spike-and-slab priors places a discrete mixture
of a point mass at zero and an absolutely continuous density
on each coordinate (grid point). The global-local shrinkage
priors instead place absolutely continuous shrinkage priors on
the whole parameter vector to promote sparsity. The success-
ful Bayesian methods such as sparse Bayesian learning [21]
and approximate message passing [22] fall into the second
category by simultaneously shrinking all the coordinates.

From either perspective, general stability analyses require
certain properties (e.g. RIP, coherence) of the measurement
matrix [15, 23, 24], which do not hold for the deterministic
Fourier-type matrix in general [25]. Available performance
analyses of super-resolution instead assume the true support
satisfys certain separation conditions [7, 8, 13, 14, 30]. How-
ever, the separation conditions are not considered in the algo-
rithmic designs. Thus, the obtained estimates generally do not
satisfy the separation condition without post-processing [17].

To bridge this gap between theoretical and numerical
sides of the super-resolution research, we propose to apply
the idea of model aggregation, and implement a Monte-Carlo
Markov Chain (MCMC) algorithm for exact sparse recov-
ery. In particular, we adopt the methodology in [26–29] that
all possible supports are assigned to proper priors and the
final estimate is an aggregation of primitive estimates with
respect to each support. Note that both the spike-and-slab and
global-local shrinkage priors will not work here as they lack
the ability to differentiate the supports and accommodate the
desired separation constraint. Though the method is by nature
combinatorial as it considers all individual supports, the pro-
posed MCMC algorithm is empirically efficient and provides
better support recovery compared to existing approaches.

2. PROBLEM FORMULATION

To set up the super-resolution problem, we adopt the follow-
ing widely used model [7, 8, 30]. In particular, we acquire a
noisy low-frequency sketch of a sparse vector x‹ P CN as

y “ Ax‹ `w‹ (1)

where the support S‹ of x‹ is of size s, and w‹ P CM is the
additive noise. The low-pass procedure is characterized by a
partial DFT matrix A P CMˆN without normalization:

rAsm,n “ ej2π
mn
N , ´fc ď m ď fc, 0 ď n ď N ´ 1

where fc denotes the cut-off frequency. Our goal is to obtain
an estimate x̂ of x‹ from the noisy measurement y.

3. STRUCTURAL SUPER-RESOLUTION VIA
MODEL AGGREGATION

3.1. A model aggregation setting for super-resolution

To fulfill a possible pedagogical purpose, we first state the
basic setting of model aggregation in statistical inference lit-
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erature [27]. Suppose we observe tYi, Xiu
M
i“1 such that

Yi “ fpXiq ` ξi, i “ 1, ¨ ¨ ¨ ,M

where f : X Ñ R is an unknown function to be estimated
and ξi are independent random variables. In the context of
model aggregation, we try to approximate f by linearly com-
bining the elements in a given functional dictionary F “

tf1, ¨ ¨ ¨ , fLu as follows

fλpXq fi

L
ÿ

l“1

λlflpXq, @X P X

To apply the aggregation idea to the super-resolution problem,
we have to properly define the dictionary F as well as the
weights λ to promote desired support structure.

An intuitive construction of the functional dictionary F
for sparse super-resolution is to associate each candidate fl
with one possible support. To be precise, a sparse pattern is
a binary vector p P P fi t0, 1uN [28]. The sparsity of a
particular pattern p is denoted by |p|, and the cardinality of
P is 2N . For each sparse pattern p, we have the freedom
to define the candidate model f to reflect certain structural
prior information [29, 31]. In this paper, we simply exploit
the ordinary least squares (OLS) to construct f . In particular,
for each sparsity patter pl, we define fl as

fl fi ẑl “ arg min
zPZl

}y ´Az}2 (2)

The feasibility set is given by

Zl fi tzd pl, z P CNu Ă CN

whered denotes the element-wise (Hadamard) product to en-
force the sparse pattern. If the solution of (2) is not unique,
we will take the one of least norm. We can impose other
structures such as sign [8] and shape [32] constraints on Zl.

After constructing the dictionary F , the next step is to
determine the combination coefficients λ such that we can
simultaneously promote the sparsity of x̂ and maintain the
desired separation of the support.

3.2. Sparse exponential weighting of OLS estimates

One natural way to compute λ is to apply the OLS as [27]

λ̂
LS
pΛq “ arg min

λPΛ
}y ´Afλ}2

where the feasibility set Λ can take many forms depending on
the applications. For example, we can set Λ “ RL or

Λ fi ΛL “

#

λ P RL : λl ě 0,
L
ÿ

l“1

λl “ 1

+

(3)

The major disadvantage of coefficients λLS is that we cannot
guarantee the desired separation nor promote the sparsity of
the aggregate estimate. We propose to use the following co-
efficients for exponential weighting of F “ tfluLl“1 [27–29]

λ̂EWl “
expp´Mr̂l{βqπl

řL
k“1 expp´Mr̂k{βqπk

(4)

where r̂l “ 1
M }y´Aẑl}

2
2 is the residual corresponding to the

candidate model fl. β is a tuning parameter and tπluLl“1 is a
customized prior on the set of primitive estimates F .

The reason for using the above defined exponential
weighting coefficients is made clear by noting that [27]

λ̂
EW

“ arg min
λPΛL

˜

L
ÿ

l“1

λlr̂l `
β

M

L
ÿ

k“1

λk log
λk
πk

¸

(5)

where
řL
k“1 λk log λk

πk
is the Kullback-Leibler divergence be-

tween λ and π. Thus, the exponential weighting aims to bal-
ance the data fitting error and the fidelity to the priors.

Obviously, the prior π plays an important role in enforc-
ing certain structures of the support. For instance, we can
simply set πl “ 0 if the sparse pattern pl does not satisfy the
separation condition. However, besides the separation, we
also want to promote the sparsity of the resulting estimate x̂.

One such prior π to promote sparsity is given by [27–29]

πl “

$

&

%

1
H

´

|pl|

2eL

¯|pl|

, pl P P̃ Ď P
0, otherwise

(6)

where P̃ is a subset of P that satisfys desired structures (e.g,
separation), and H is a normalizing factor to make π a valid
prior on F . As argued in [28], H ď 4 with such construction.

Without losing generality, for now we assume P̃ “ P and
show how the construction (6) promotes sparsity. Plug it back
into (5), we have

λ̂
EW

“ arg min
λPΛL

˜

L
ÿ

l“1

λlr̂l `
β

M

L
ÿ

k“1

λk log
λk
πk

¸

“ arg min
λPΛL

¨

˚

˝

L
ÿ

l“1

λlr̂l `
β

M

L
ÿ

k“1

λk log
λk

1
H

´

|pk|

2eL

¯|pk|

˛

‹

‚

“ arg min
λPΛL

˜

L
ÿ

l“1

λlr̂l `
β

M

L
ÿ

k“1

λk log λk

`
β

M
logH `

L
ÿ

k“1

λk|pk| log
2eL

|pk|

¸

(7)

Note that ´ logL ď
řL
k“1 λk log λk ď 0 on simplex

ΛL, the constructed coefficients λ̂
EW

approximately mini-
mize the following regularized problem with prior in (6)

min
λPΛL

L
ÿ

l“1

λlr̂l ` λl|pl| log
2eL

|pl|
(8)

Compared (8) with the ideal `0 norm regularized regression

min
xPCN

}y ´Ax}22 ` λ}x}0

We can clearly see that the model aggregation based sparse
estimation implicitly balances the data fitting error and the
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sparsity. Additionally, the proposed method has a finer view
of the problem in the sense that we treat each pair of residual
r̂l and sparsity |pl| individually. Again, more structural con-
straints on the support can be imposed by selecting a proper
subset of candidates P̃ in the aggregation.

4. NUMERICAL IMPLEMENTATION VIA MCMC

Using the exponential weighting coefficients λ̂
EW

defined in
(4), we have the aggregate estimate given by

f
λ̂

EW “
ÿ

plPP̃

λ̂EWl fl “

ř

plPP̃ ẑl expp´Mr̂l{βqπl
ř

plPP̃ expp´Mr̂l{βqπl

Note that the exact computation of x̂ requires computing OLS
for all the sparse patterns in P̃ . This will suffer great compu-
tational complexity if we have a fine grid that N " 1. Thus,
an implementable algorithm is necessary to apply the model
aggregation idea to the super-resolution applications.

As in [28, 29], we propose to find an approximate aggre-
gate solution by implementing a proper Monte-Carlo Markov
Chain. Different from prior work, we will have to adaptively
design the transition and proposal distribution to enforce the
structures of P̃ .

The use of MCMC is motivated by the fact that the de-
sired aggregate solution f

λ̂
EW is the expectation of a random

variable ẑl with probability mass

νl ∝ expp´Mr̂l{βqπl, pl P P̃ (9)

where we ignore the normalizing factor for convenience. This
distribution can be designated as the stationary distribution of
a MCMC generated by the classic Metropolis-Hastings (MH)
algorithm [33]. Under the setting of super-resolution, the pro-
posed MH algorithm is defined on the L-hypercube graph of
which each vertex corresponds to a sparse pattern.

The proposed algorithm follows the common MH frame-
work and one of our contributions lies in the proposal distri-
bution. For completeness, the high-level numerical procedure
of MH is summarized in Algorithm 1.

As in [28, 29], we approximate the desired aggregate so-
lution f

λ̂
EW by

x̂ “
1

T

T0`T
ÿ

t“T0`1

ẑt (10)

where T0, T are user-defined parameters to approximate the
exact expectation under certain time complexity.

4.1. Structure-aware proposal distribution choice

In [28,29], the authors do not impose any additional structural
constraints on P that it contains all the possible support of
sizes ranging from 0 to rankpAq. In this paper, our goal is to
maintain the separation among the spikes for a more accurate
and robust exact sparse recovery.

The key idea to design the proposal distribution qp¨|ptq is
to prune the vertices on the hypercube that are not in P̃ . At

Algorithm 1: Metropolis-Hastings algorithm

Select initial sparse pattern p “ 0 P RN ;
for t=1,2,... do

1. Generate a tentative move on P̃ via sampling
proposal distribution: p̃t ∼ qp¨|ptq

2. Compute the acceptance probability:
rppt, p̃tq “ minp

νp̃
νp
, 1q, where νp, νp̃ are

computed as (9) for pt, p̃t respectively
3. Generate a random variable
u ∼ Uniformpu; 0, 1q

4. if u ă r then
Accept the proposal: pt`1 Ð p̃t;

else
Reject the proposal: pt`1 Ð pt;

end
5. Compute the ẑt`1 with respect to pt`1

end

any iteration with sparse pattern pt P P̃ , instead of randomly
selecting an adjacent neighbor as in [28, 29], we first exclude
the invalid candidates in PzP̃ by temporarily freezing the co-
ordinates within the neighborhood of pt of which the size is
determined by the desired separation. Next, we randomly se-
lect a neighboring vertex in P̃ . In particular, we take uniform
distribution to search for the next valid move.

5. SIMULATION

In this section, we conduct extensive numerical experiments
to demonstrate the superior performance of the proposed
method compared to existing algorithms. Following the mea-
surement model (1), the entries of signal x‹ and noise w‹ are
generated as complex Gaussian random variables. We require
that the true support satisfies the separation condition and
the normalized mutual distances are no smaller than a pre-
determined value ∆ P p0, 1q. The tuning parameter β in (4) is
set to be four times the entry-wise noise power σ2

w. The num-
ber of iterations of the proposed method is chosen to be 3000
with T0 “ 2000 and T “ 1000 in (10). We consider three
competing frequentist/Bayesian algorithms: the LASSO [18],
the Square-root Lasso (equivalent to SPICE with single snap-
shot) [19, 34] and the SBL [21]. Given an estimate x̂, we
claim a success if the support is exactly recovered without
any post-processing. We will also compare the algorithms
with respect to the normalized estimation error ε fi

}x̂´x‹
}1

}x‹}1
.

In sample runs, the largest and smallest amplitudes of x‹ are
denoted by xmax, xmin respectively.

We first show two sample runs in Fig. 1 and Fig. 2 under
the settings that the sources are close or have sharp amplitude
contrast. In both cases, the proposed method can provide ex-
act sparse estimates while the other algorithms fail.

As only the proposed method can give sparse resolution,
we show in Fig. 3 the empirical probability of success in
terms of support recovery. We control the separation of two
equal spikes and the results show the fact that the larger the
separation, the higher the chance we can exactly locate the
spikes. In Fig. 4, we compare the averaged normalized error
of the four algorithms. It can be seen that the larger the con-
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Fig. 1. Sample run of close sources. Blue spikes are true
signals and red spikes are the estimates. N “ 500,M “

200, s “ 3, ∆ “ 0.004, xmin “ 1, xmax “ 1.4, σw “ 0.1.

Fig. 2. Sample run of sharp amplitude contrast. N “

500,M “ 200, ∆ “ 0.04, s “ 3, xmin “ 0.2, xmax “ 1.4,
σw “ 1.

trast in amplitudes is, the larger the estimation errors are. The
proposed method is by nature combinatorial and we study its
temporal complexity in Fig. 5. All four algorithms are run on
a Dell desktop with Core i7-9700. The computational com-
plexity of the proposed algorithm is comparable to others but
it can provide better estimates as shown in earlier simulations.

Fig. 3. Probability of exact support recovery. N “ 500, s “
3, xmin “ 1,xmax “ 1, σw “ 0.1. Averaged over 100 runs.

Fig. 4. Averaged normalized error ε as a function of
xmin{xmax. N “ 500,M “ 200, ∆ “ 0.03, s “ 3, σw “ 1.
Averaged over 50 runs.

Fig. 5. Time complexities of four algorithms as functions of
N . M “ 200,∆ “ 0.03, s “ 3, xmin “ 1, xmax “ 1, σw “
1. Averaged over 50 runs.

6. CONCLUSION

We propose a novel Bayesian discrete super-resolution algo-
rithm based on the idea of model aggregation. By selecting
priors over the possible supports, the proposed method re-
sembles the frequentist sparse recover method with `0 norm
based regularization. To efficiently implement the Bayesian
approach, we exploit the MCMC framework with a cus-
tomized proposal distribution to enforce the desired structural
constraint like the separation condition in prior work. The
numerical results demonstrate the advantages of the proposed
method over other widely used methods in literature.
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