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Introduction

• COVID-19 is a respiratory disease.
• Cough sounds and speech based diagnosis of

COVID-19 has gained interest.
• Interspeech 2021 ComParE and DiCOVA

challenges have propelled the research in this
direction.

• DiCOVA II:
• Breathing (4.6 hrs), Cough (1.7 hours), and Speech (3.9

hours).
• Total: 965, COVID-19 positive: 172, COVID-19 negative:

793.

Proposed Method

Raw Waveform

Ensemble classifiers (RF, AB, GB)

Pre-trained Neural Network
(BPE/PHR)

Functionals (mean, std) Neural embeddingsBoAW 

Acoustic features representations
• ComParE LLDs:

• Functionals: 6373 dimensional vector (CMPF )
• BoaW: two sets of codebooks with size 50 for LLDs and

∆LLDs (CMPL)
• Phoneme Recognition: 1024 dimensional

embedding
• Mean, std: fµσ(PHR)
• BoaW: one codebook with size 100 BoAW (PHR)

• Breathing pattern estimation: 10 dimensional
embedding
• Mean, std: fµσ(BPE)
• BoaW: one codebook with size 100 BoAW (BPE)

Classification
• Ensemble classifiers, grid search and AUC as

optimization criterion:
• Random Forest (RF)
• Ada Boost (AB)
• Gradient Boost (GB)

• Fusion:
• Early fusion (EF): Feature level combination
• Late fusion (LF): Aggregating (unweighted) posteriors of

several classifiers

Results

• Track 1: breathing; Track 2: cough;
Track 3: speech; Track 4: Fusion

• The results are expressed in AUC metric
and the sensitivity is given for specificity
95% on the Test set

• PHR neural embeddings can yield better
systems than hand-crafted LLD-based
systems and BPE embedding-based
systems

• BPE embedding-based system yields
slightly lower performance than
LLD-based system but considerably
better sensitivity.

• PHR neural embeddings consistently
yield better system than BPE neural
embeddings (Also look at the ROC plot).
One of the reason could be that the effects
of COVID-19 for participants could be
more discriminatory at articulatory level
in comparison to BPE embedding level.

The most discriminating LLDs and functionals

• All Tracks: The auditory spectra
coefficients obtained using RASTA
filtering and their deltas.

• Track 1: coefficients obtained as the third
quartile of these features.

• Track 2: an extended list of functionals
prove significant with features capturing
primarily the spectral shape.

• Track 3: speech specific features such as
MFCC and spectral band energy.

Cumulative frequency response + ROC

The PHR network emphasizes around the formant
frequency regions in speech, while the emphasis of
the BPE network is significantly towards the lower
frequency region.
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The cumulative frequency response of the kernels for
the first convolution layer of the CNN models: PHR
and BPE.
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ROC plot for systems trained using PHR embed-
dings and BPE embeddings on the Dev set of Track
3.

Conclusion

Our studies demonstrate that modeling neural
embeddings from neural networks trained on aux-
iliary or other speech tasks for COVID-19 infec-
tion detection is a promising direction and can
replace hand-crafted features.
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