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What is zero-shot text classification?

• Notation definition

• 𝑆 denotes seen classes (samples can be seen during training)

• 𝑈 denotes unseen classes (samples can not be seen during training)

• Given training data belonging to 𝑆, we aim to learn a model:

f # : 𝑋 → 𝑌

Where: 𝑌 = 𝑆 ∪ 𝑈
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Challenges 

• How to represent a class with accurate and discriminative 

descriptions or knowledge?

• How to effectively learn the matching between texts and class 

representations on seen/labeled classes, and then extend to 

unseen/unlabeled classes.
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Baselines

• Majority
• Word2Vec
• BERT(label)
• BERT(description)
• BERT-MNLI



Main Results



Ablation Studies



Contributions

(1) We make full use of the knowledge in the pre-trained language 
model to represent unseen classes, which obtains class 
representations with more accurate and richer semantics 
without relying on any human effort or external knowledge 
bases.

(2) We devise a new effective matching method, which well 
matches the texts with the corresponding classes with less 
labeled data during training. 

(3) Experimental results on three benchmark datasets show the 
great superiority of our proposed method over the recent 
advanced methods under the zero-shot scenario.
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