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Polytopic Matrix Factorization

• Latent Vectors: Sg = {sg(1), . . . , sg(N)} ⊂ P
where P is a polytope in ⊂ Rr.
Define Sg =

[
sg(1) . . . sg(N)

]
∈ Rr×N .

• Linear Transformation: Linearly transformed
latent vectors:

y(k) = Hgsg(k), k ∈ {1, . . . , N}.

where Hg ∈ RM×r is full column-rank.

Observation matrix:Y = HgSg ∈ RM×N .

• Goal: Obtain estimates of Hg and Sg satisfying:

H = HgD
−1ΠT

S = ΠDSg,

where Π is a permutation matrix and D is a full-
rank diagonal matrix.

PMF: Sufficiently Scattered Set
Sg is a sufficiently scattered set of P iff

• conv(Sg) ⊃ EP where EP is the maximum
volume inscribed ellipsoid of P,

• bd(P) ∩ conv(Sg) = bd(P) ∩ EP .

Det-Max Criterion
Det-Max Criterion for Matrix

Factorization

maximize det(Rs)

subject to Rs =
1
N

∑N
k=1 S:,kS

T
:,k

Y = HS
S:,k ∈ D, k = 1, . . . , N .

If P is an identifiable polytope, and Sg is a suffi-
ciently scattered set of P , then any global optimum
(H∗,S∗) of Det-Max Criterion satisfy

H∗ = HhD
−1ΠT

S∗ = ΠDSg,

Identifiable Polytopes

Fundamental Theorem of PMF

A polytope P is identifiable if its symmetry
group is restricted to component permuta-
tions and sign alterations.

Example: Four Special Polytopes:

Antisparse Sparse Nonnegative Nonnegative
Antisparse Sparse

Example: A Polytope with Mixed Features:

Pex =

s ∈ R3

∣∣∣∣∣∣
s1, s2 ∈ [−1, 1], s3 ∈ [0, 1],∥∥∥∥[ s1

s2

]∥∥∥∥
1

≤ 1,

∥∥∥∥[ s2
s3

]∥∥∥∥
1

≤ 1


• s1, s2: signed, s3: nonnegative

• s1, s2: mutually sparse

• s2, s3: mutually sparse

Brute Force Approach

• Let VP ∈ Rn×m be the vertex matrix of P ∈
Rn containing m vertices of P in its columns.

• Let Π ∈ Rm×m denote a permutation matrix.

• P is identifiable ⇐⇒ the set
{G : GVP = VPΠ,Π ∈ Rm×m} only con-
tains signed permutation matrices.

• Brute force approach requires a search on all
possible permutation matrices.

• Factorial Complexity !

• We can exploit the group structure.

Group Structure

Lemma

For a given polytope P ∈ Rn with VP ∈
Rn×m, the set
{G : GVP = VPΠ,Π ∈ Rm×m} together
with the matrix multiplication forms a group.
We denote it with G (P).

Theorem

Let Gen(G (P)) = {G1,G2, . . . ,Gr} be the
generating set of G (P) for a given polytope
P ∈ Rn. Then, P is identifiable if and only
if each element of Gen(G (P)) is a signed per-
mutation matrix.

Graph Representation

Find Gen(G (P)) via graph
automorphism algorithms.

B1 GB1

• Let P ∈ Rn be polytope with vertex matrix
VP ∈ Rn×m.

• Let Q = VPV
T
P ∈ Rn×n,

and C = VT
PQ

−1VP ∈ Rm×m.

• Construct an edge-colored complete graph GP
with m nodes where each pair of distinct nodes
are connected.

• The edge color from ith node to jth node is
given by VT

P:,i
Q−1VP:,j (entry of Ci,j).

• Graph Automorphism Group:
G (GP) = {Π ∈ Rm×m : C = ΠTCΠ}

• G (GP) ∼= G (P) (∼= denotes isomorphism.)

Identifiability Approach

Identifiability Characterization

• Construct GP from a given polytope
P ∈ Rn

• Compute Gen(G (GP)) using graph au-
tomorphism algorithm.

• Find Gen(G (P)) from Gen(G (GP)).

• Check if each element in Gen(G (P)) is
signed permutation.

Numerical Example

• Random polytopes in Rn, for n ≤ 10.

• Random nonnegative sj ∈ [0, 1], or signed, i.e.,
sj ∈ [−1, 1] components.

• Random sparse sub-vectors,∥∥∥[ s
j
(i)
1

s
j
(i)
2

. . . s
j
(i)
li

]∥∥∥
1
≤ 1
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