
• Subspace matrix
• Edge setGiven     and       , find  .

Goal: Decentralized Subspace Projection
Observed (graph) signal

Noise

Projector onto 

Signal of interest

Example of subspace projection: Least-squares estimation  

Orthonormal columns w.l.o.g.
Subspace Projection

Contribution Relative to Prior Art
oMaximum convergence rate                     
[Barbarossa et al. ‘09] [Insausti et al. ‘12]

ØNo memory

ØAsymptotic convergence

Edge weights 
are designed

Edge weights 
must be given

Contribution: 

oDistributed subspace projection via graph filters
[Sandryhaila et al. ‘14] [Safavi et al. ‘15]
[Segarra et al. ‘17]

ØMemory

ØConvergence in finite number of local exchanges

Weights for convergence in a nearly minimal number of local exchanges.

Decentralized Inference in Sensor Networks

Centralized Algorithms

• Large energy consumption

• Single point of failure (sink 
node/central processor)

•Communication bottlenecks

Decentralized Projections via Graph Filters

• Graph filter of order       

•Graph weight/shift matrix: matrix                        such that 

Edge set

Decentralized computation of projections via L-1 neighbor data exchanges if

…

Subspace Projection

Feasible Shifts à
• Step 1: decompose

• Step 2: rewrite

• Combine

R(Sk) = R(Uk)

R(S?) ? R(Uk)

Minimizing the Filter Order

Minimum       equals number of     
distinct eigenvalues !!!  

§ drawn from a zero mean, 
unit variance Gaussian 
distribution.

§ generated by applying 
Gram–Schmidt to an
matrix with independent and 
uniformly distributed (0,1) 
entries.

§Peformance metric 
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Decentralized 
AlgorithmsMotivate

Contributions

Wireless sensor 
networks enable 
diverse inference 
tasks in a great 
number of 
applications

Graph Filter

Problem Formulation
Given Find Such that

• Filter order
• Shift matrix
• Filter coefficients

Convex!!!

Proposed criterion surrogates no. of different eigenvalues: Non-convex

Admits decentralized
computation
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Decentralized computation via L-1 neighbor exchanges

c := [c0, c1, . . . , cL�1]
>

, N=20, r=5

Promotes sparsity
in the differences 

of eigenvalues

These two 
constraints can 
also be relaxed

Framework for subspace projection with graph filters

Novel convex relaxation approach to minimize the filter order

Approximate filters when the topology does not allow an exact filter

Theoretical analysis of the feasibility of a projection with a given topology

ADMM solvers


