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Motivation

» Despite the advantage In protecting the deep neural network (DNN),
the DNN watermarking works only after the behavior of
unauthorized usage or re-distribution occurs and the DNN Is
exposed to the public.

» To protect DNN models against unauthorized usages, It IS necessary
to encrypt them by using DNN encryption algorithm.

» Previous DNN watermarking algorithms are fragile to the DNN
encryption process. Once the watermarked models are encrypted,
the watermarks are destroyed and not extractable.

Our proposal

» A new white-box watermarking scheme which is able to resist the
parameter shuffling based DNN encryption.

> Embed the watermark into the fused kernels to resist the kernel-wise
parameter shuffling.

» A capacity expansion mechanism by incorporating a MappingNet to

map the fused kernels into a higher dimension to host the watermark.

» A new loss to train the MappingNet and the DNN jointly to achieve
low watermark extraction error rate and high robustness.

The proposed method
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Denote the selected layer for embedding watermark as 9 ¢ Rax¢xsxs,
® d iIs the number of filters.

® c Is the number of kernels in each filters.

® s s the size of kernel.

Kernel Fusion

® 0,; € R°*° isthe i-th kernel located in the j-th filter.
MappingNet
9h — fM(gf)a

® f,() presents the MappingNet which 1Is essentially a Multilayer
perceptron with low dimensional 8/ as input and high dimensional 8" as
output.

L_oss Function
Et — [-"O + Of»C’w + /BEEU + f}/ﬁbsa

® L, isthe Original loss.
® [, and L, are Watermark losses.
® L[ isa Ll regularization loss.

Watermark losses
Lo =Lcr(0(Ax fru(0)), W),

® Lcg(-) and o(-) are cross entropy cost function and the sigmoid function.
® A s embedding matrix.
® \W is watermark.

ﬁfw — ﬁC'E(J(A X fM(QTfL))?Wﬂ)?

L 9£ IS the fused kernel obtained from original DNNs at the same layer.
® W, Is a string with half of bits different form W

Watermark Extraction

W' = S(Ax far(By)),

® V' isthe watermark extracted from watermarked model.
® [; Isthe fused kernel from the watermarked model.
® S(x)Is a function which binarizes the vector x by

(1 x>0

Sk = S ,
0 else.
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Experimental results
Accuracy Reduction

Table 1. Accuracy of DNN before and after the watermark-
ing.

Model Dataset ACC.(%) ACC,,,(%)
CIFARI10 91.66 91.54
AlexNet | CIFAR100 69.61 69.41
ImageNet 81.85 81.90
CIFARIO 95.01 94.77
ResNetld | CIFARIO0 76.45 76.36
ImageNet 86.35 86.05
Robustness
Table 2. Robustness against model encryption. (Before / Af-
ter Encryption).
Method ACC(%) BER(%)
Adi et al. [8] 86.15/5.00 0/95
black-box | Zhang et al. [9] | 85.85/5.05 0/95
Lietal. [10] 85.60/4.90 12/95
Uchida er al. [5] | 86.20/4.90 0/52.34
white-box DeepSigns [7] | 85.95/5.10 (/49.22
Passport [6] 84.35/5.00 0.78/50.78
Ours 86.05/4.95 0/0
Table 3. Robustness against fine-tuning.
Model AlexNet ResNetl8
Dataset CIFARI10 CIFARI100 ImageNet CIFARI10 CIFAR100 ImageNet
Number of epochs | 100 200 100 200 100 200 100 200 100 200 100 200
ACC(%) 01.00 91.05 | 67.30 67.05 | 81.20 8095 | 9430 94.15 | 76.20 76.35 | 82.50 82.00
BER(%) 0 0 0 0 0 0 0 0 0 0 0 0
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Fig. 2. Robustness against model pruning. Left: trained on
CIFARI10, right: trained on ImageNet.

Conclusion

» Propose a white-box watermarking scheme which embed watermark into
fused kernels to resist the kernel-wise parameter shuffling based DNN
encryption.

» MappingNet : map the fused kernels into a higher dimension to host
more watermark.

» Watermark Loss: train the MappingNet and the DNN jointly to achieve
low Accuracy reduction and high robustness.



