
➢ Asymptotically efficient at the true model.

➢ Minimum Helinger distance estimator (MHDE [1]), minimum 𝛼, 𝛽 and 𝛾-

divergence estimators (M𝛼DE 2 ,M𝛽DE 3 and M𝛾DE [4]).

➢ Mitigate the effect of distant outliers via density power weights.

➢ MHDE requires consistency of Parzen's non-parametric density estimator.

➢ M𝛽DE, M𝛾DE and MHDE often necessitate multivariate numerical 

integration under flexible distributional models.

➢ Consistency may be lost under the power density transform in the M𝛼DE.    

➢ Highly sensitive to outliers when the hypothesized score function is unbounded. 

BACKGROUND – MAXIMUM LIKELIHOOD ESTIMATOR (MLE)

➢ We propose a new divergence, called K-divergence.

➢ Applies non-parametric weighting to the hypothesized log-likelihood function.

➢ Avoids the use of density powers ⇒ Simple implementation.

➢ Unlike the MHDE, the resulting estimator do not require consistency of 

Parzen’s non-parametric density estimator.

ROBUST MLE ALTERNATIVES

PROPOSED APPROACH

➢ The K-divergence between probability distributions 𝐺 and 𝐹 with pdf’s 𝑔 ⋅

and 𝑓(⋅), respectively:

Kℎ[𝐺||𝐹] ≜ 𝐸 𝜓𝐺 𝐱, ℎ log
𝑔 𝑥

𝑓 𝑥
; 𝐺 + log 𝐸[𝜓𝐺 𝐱, ℎ ; 𝐹]

where

𝜓𝐺 𝐱, ℎ ≜
𝐾ℎ ∗ 𝑔 𝐫

𝐸 𝐾ℎ ∗ 𝑔 𝐱 ; 𝐺
, 𝐾ℎ ∗ 𝑔 𝐫 ≜ න

ℝ𝑝

𝐾ℎ 𝐫 − 𝐬 𝑔(𝐬)𝑑𝜆 𝒓

and 𝐾ℎ 𝒓 ≜ ℎ−𝑝𝐾 ℎ−1𝒓 , 𝐾 𝒓 is a strictly positive, bounded, integrable and   

continuous kernel function such that ℝ𝑝𝐾 𝒓 𝑑𝜆 𝒓 = 1 and ℎ ∈ ℝ++ is a 

bandwidth parameter.
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➢ Minimizes an empirical estimate of the Kullback-Leibler divergence (KLD).

THE K–DIVERGENCE

EXAMPLE-RESULTS

Remark

➢ 𝛉ℎ → MLE as ℎ → ∞.

➢ The integral term comprising Jℎ(𝛉) has analytical solution whenever the 

convolution 𝐾ℎ ∗ 𝑓 𝐫; 𝛉 can be computed, e.g., when the assumed 

distribution is GMM and 𝐾ℎ 𝒓 is Gaussian.

Theorem 1 (Non-negativity)

Kℎ[𝐺| 𝐹 ≥ 0, when equality holds if and only if 𝐺 = 𝐹.

THE MINIMUM K–DIVERGENCE ESTIMATOR (MKDE)

➢ Consider a parametric family of probability distributions {𝐹𝛉} and 

sequence of  i.i.d samples 𝐱𝑛 𝑛=1
𝑁 from 𝐺,  the MKDE

𝛉ℎ ≜ argmax
𝛉∈𝚯

𝐽ℎ 𝛉

where

Jℎ(𝛉) ≜ σ𝑛=1
𝑁 𝑤 𝐱𝑛, ℎ log 𝑓 𝐱𝑛; 𝛉 − ℝ𝑝 ො𝑔 𝐫; ℎ 𝑓 𝐫; 𝛉 𝑑𝜆 𝐫 , 

ො𝑔 𝐫; ℎ ≜ 𝑁−1σ𝑛=1
𝑁 𝐾ℎ(𝐫 − 𝐱𝑛) - Parzen’s kernel density estimator,

𝑤 𝐫; ℎ ≜ 𝑔 𝐫; ℎ / σ𝑛=1
𝑁 𝑔(𝐱𝑛; ℎ) and 𝑔 𝐫; ℎ ≜ ො𝑔 𝐫; ℎ − 𝑁−1𝐾ℎ 𝟎 .

Theorem 2 (Consistency)

Under some regularity conditions

where 𝛉ℎ
∗ ≜ argmin

𝛉
Kℎ[𝐺||𝐹𝛉]

Conclusion (Consistency at the true model)

When 𝐺 = 𝐹𝛉0 and 𝐹𝛉 is identifiable:
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Theorem 3 (Asymptotic normality and unbiasedness)

Under some regularity conditions

Conclusion (Asymptotic efficiency at the true model)

When 𝐺 = 𝐹𝛉0, the asymptotic MSE → Cramér-Rao lower bound as ℎ → ∞.
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BANDWIDTH PARAMETER SELECTION

➢ A lower bound on the asymptotic weighted MSE: 

where 𝐑 𝛉ℎ
∗ , ℎ = 𝑁−1𝚺 𝛉ℎ

∗ , ℎ and W is a positive-semidefinite weight 

matrix.

➢ The optimal bandwidth parameter minimizes an empirical estimate of the    

lower bound obtained from the data sample 𝐱𝑛 𝑛=1
𝑁
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EXAMPLE-SETTINGS

➢ We consider Huber's 𝜀-contamination model:

where 𝑄 is a contaminating distribution, selected here to be Gaussian.

➢ The p.d.f of the nominal distribution 𝐹𝛉:

where 𝛉 ≜ 𝛈𝑇 , 𝜎2 𝑇 , 𝛈 is the parameter of  interest and 𝜎2 is a nuisance 

parameter.
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