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Introduction
• Benchmark datasets for visual recognition

assume that data is uniformly distributed, while
real-world datasets obey long-tailed distribution.

• Current approaches handle the long-tailed
problem only focus on inter-category balance.

• We propose a novel gradient harmonized
mechanism with category-wise adaptive
precision decouple the difficulty and sample
size imbalance, which are correspondingly
solved via intra- and inter-category balance
strategies.
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• Intra-category balance emphasize hard
samples while reducing the weight of
simple samples and outliers in each
category according to the gradient
density.

• Inter-category balance correct the classif-
ication boundary shift by adding margins 
to the logits.

Category-wise GHM dependently count gradient
density for each category, thus we can obtain the
exact difficulty distribution for each category.
Besides, it decouples difficulty and sample size
imbalance.
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Adaptively adjust the precision of different
bins to achieve higher approximation accu-
racy, thus improve the performance.

Experiments with different imbalance factors

Experiments on large-scale real-world datasets

Ablations
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• The final loss function combines intra- and 
inter-category balance. 
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