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Previous Works

● Employed several parallel paths with large convolutional filters [Yenigalla’18]

● Proposed a 3-D attention-based convolutional recurrent neural network [Chen’18]

● Proposed a combination of dilated residual network and multi-head self-attention [Li’19]

● Quantized the weights of the neural networks [Zhao’19]

● Combined the attention mechanism and the focal loss [Zhong’20]



IoT Devices
● Model Size

● Peak Memory Usage(PMU)

● Computational Cost



Optimization of Model
● Input Pipeline
● Feature Extractor
● Classifier



Input Pipeline
● Input Size
● Window Size
● Input Feature Type
● Number of Features



Feature Extractor

Body Part 1:

Receptive field size:

(Eq. 1
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Feature Extractor

Body Part 2:

Training:

Evaluation: Batch Normalization Folding:



Classifier



Regularizers
● Batch Normalization

● Dropout

● L2 Regularizer



Comparison
Model on different input lengths and loss function



Comparison
Model on IEMOCAP dataset



Comparison
Model on EMO-DB dataset



Conclusions
● Experimental results show that the performance of our model is comparable to that of 

state-of-the-art models.
● We have proposed a lightweight model that can be used for IoT devices.
● In addition to being lightweight, the other features of our model, such as PMU and 

computational cost are suitable for IoT devices.
● Due to the use of common layers such as convolution, it can be easily implemented 

by Tensorflow Lite on devices such as microcontrollers.
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