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What is the implicit neural representation?

Speech:

Vision

M. Tancik, P. P. Srinivasan, B. Mildenhall, S. Fridovich-Keil, N. Raghavan, U. Singhal, R. Ramamoorthi, J. T. Barron, and R. Ng, “Fourier features let 
networks learn high frequency functions in low dimensional domains,” in Conf. Neural Inf. Process. Syst. (NeurIPS), June 2020.



ReLU Networks  



What is the problem with ReLU networks? 
Spectral bias

M. Tancik, P. P. Srinivasan, B. Mildenhall, S. Fridovich-Keil, N. Raghavan, U. Singhal, R. Ramamoorthi, J. T. Barron, and R. Ng, “Fourier features let 
networks learn high frequency functions in low dimensional domains,” in Conf. Neural Inf. Process. Syst. (NeurIPS), June 2020.



How to Solve this problem? 
● Positional encoding

● Fourier Features

● Sine activation function
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Our approach
Localization
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Challenge in our approach
● High number of small networks
● Difficulty in training the whole structure



How to solve this Challenge?
● Share network body between small networks
● Consider all heads as a single layer
● Use a sparse layer instead of a dense layer for the heads

(Eq. 1
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Results
Spectral bias

Train with Perlin noise



Results
Generalization ability

Train with down-sampled image: 256*256

Evaluate with original image: 512*512



Results
Comparison



Conclusions
● We proposed a novel structure that tackle spectral bias.
● The proposed structure has a much lower computational cost, as compared to other 

methods.
● Due to the shrinking input space with the increasing number of heads, training of the 

proposed structure takes less time than the time needed in existing methods.
● Experimental results show that the performance of our model is comparable to that of 

state-of-the-art methods.
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