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MOTIVATIONS AND CONTRIBUTIONS

• Automatic Sleep Stage Classification

– Sleep plays a critical role in everyday health.
Sleep staging is an important factor in measur-
ing sleep quality and diagnosing sleep-related
disease [1].

– Sleep scoring is a labor-intensive, time-consuming
task, and there is no fixed standard because it is
subject to the manuals and the scorer’s subjec-
tivity [2].

– The proposed deep learning method enables au-
tomatic sleep stage classification.

• Learning Contextual Information with Auxiliary
Tasks

– It is more challenging to classify transitioning
epochs which have multiple stage properties
compared to non-transitioning ones.

– We propose a novel network architecture with
two auxiliary classification tasks to effectively
discriminate confusing stages.

– We demonstrated and analyzed the validity of
our proposed method, achieving promising per-
formances.

PROPOSED METHOD

Feature Extractor Context Encoder
Stage-confusion


Estimator

Overview of the proposed framework

(1) Epoch-level Feature Extractor: The epoch-level
feature extractor module F exploits Multi-scale
neural network [3] to obtain a feature representa-
tion fτ for an epoch EEG xτ .

(2) Stage-confusion Estimator: The stage-confusion es-
timator module R estimates confusing stages by
an auxiliary classifier and reflects that information
to the epoch-level feature representation via an at-
tention mechanism.

– First, class probabilities cτ is calculated with a lo-
gistic regression function by first auxiliary task.

– The individual class probability denotes the
confidence of the respective class membership,
which have the information that which classes
are confusing.

– The epoch-level feature representation is up-
dated according to the attention vector aτ which
is obtained by the class probabilities.

– The attention-guided representation entails
both the signal-level features and the stage-
confusing information jointly.

(3) Inter-epoch Context Encoder: The context encoder
module E embeds the inter-epoch relations from
F̃1:N = [f̃1 · · · f̃N ] and predicts the sleep stages
over all N epochs, i.e., E(F1:N , F̃1:N ) = Ŷ1:N ,

where Ŷ1:N = [ŷ1 · · · ŷN ] denotes the predicted
labels.

– In this module, we additionally define an auxil-
iary task of stage-transition detection.

– Basically, given a sequence of ground-truth
stage labels in the training set, we can obtain
the stage-transition labels y

(t)
τ , i.e., ‘transition’

(1) and ‘no-transition’ (0), as byproducts.
– The module is trained to optimally predict the

sleep stages and the occurrence of stage transi-
tion at an epoch in multi-task learning formula-
tion.

(4) Training Procedure: To train model parameters,
we jointly optimize two auxiliary tasks and one main
task.

– Total loss function L is computed as
L = WCE(yτ , ŷτ ) + λ(e) WCE(yτ , cτ ) +

λ(t) WCE(y
(t)
τ , ŷ

(t)
τ ), where WCE, yτ are a class-

weighted cross-entropy and ground truth stage
of the τ -th epoch repectively.

(5) Training Details: The learning algorithm adopts
the classic supervised learninng.

– N=25, λ(e)=0.5, λ(t)=0.5
– Adam optimizer, Weighted cross entropy loss

EXPERIMENTS AND RESULTS

• Materials

– We used two public EEG datasets, Sleep-EDF [4]
and MASS [5], for sleep stage classification to
evaluate our proposed method.

• Performance Evaluation & Comparison

Performance comparison of the Sleep-EDF Fpz-Cz channel.

Method Overall results
MF1 W N1 N2 N3 REM

Supratak et al. [3] 76.9 84.7 46.6 85.9 84.8 82.4
Perslev et al. [7] 78.6 87.1 51.5 86.4 84.2 83.7

Seo et al. [8] 77.6 87.7 43.4 87.7 84.8 82.4
Qu et al. [9] 79.0 90.2 48.3 87.8 85.6 83.0

Ours 81.0 89.1 54.8 88.5 87.2 85.0

Performance comparison of the MASS F4-LER Channel.

Method Overall results
MF1 W N1 N2 N3 REM

Supratak et al. [3] 81.2 87.5 55.4 91.3 84.8 87.2
Qu et al. [9] 81.0 87.2 52.9 91.5 87.0 86.6

Ours 81.3 86.0 56.9 91.6 84.4 87.8

• Visualization of the Predicted Label

– We visualized 150 sequences of predicted label
from the (a) stage-confusion estimator, (b) final
decision, and (c) ground truth.

– The proposed method (b) classified confusing
stages better than the comparable one (a) by ex-
ploiting inter-epoch relations.

(c) Ground truth labels

(b) Proposed method predictions

(a) Epoch-level predictions
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Examples of predicted and ground truth labels

• Ablation Study
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+                  
+                 

81.0 81.5

Macro-averaged F1 scores of ablation cases on Sleep-EDF dataset.

• Conclusion

– Our proposed method learns inter-epoch re-
lations effectively by introducing our newly-
designed modules with two auxiliary tasks.

– We observed that the proposed method achieved
promising performances on sleep staging exper-
iments on two publicly available datasets.
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